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Preface

This User Manual describes the process of configuring anchtpg a router running XORP. At the time
of writing, XORP is a work-in-progress, and is evolving t&laely quickly. We hope this user manual
accurately reflects the functionality available in XORR, ibis likely to date quite quickly. An up-to-date
copy of this manual will always be available framtp://www.xorp.org/

Contributing to this Manual

XORP is an open-source project, and this manual is an opgneesonanual. Like the XORP software, it is
covered by the XORP license, which permits you to modify d ase it for any purpose whatsoever, so long
as the copyright is preserved. Please help us improve thisahly sending contributions, suggestions, and
criticism tofeedback@xorp.otg

The XORP License

© International Conputer Science Institute, 2004-2005
© University Coll ege London, 2004-2005

Permi ssion is hereby granted, free of charge, to any person obtaining a
copy of this software and associ ated docunentation files (the "Software"),
to deal in the Software without restriction, including without linitation
the rights to use, copy, nodify, nerge, publish, distribute, sublicense,
and/ or sell copies of the Software, and to permt persons to whomthe
Software is furnished to do so, subject to the follow ng conditions:

The above copyright notice and this permission notice shall be included in
all copies or substantial portions of the Software.

The nanes and trademarks of copyright hol ders nay not be used in
advertising or publicity pertaining to the software wi thout specific
prior pernmission. Title to copyright in this software and any associ at ed
docunentation will at all tines remain with the copyright hol ders.

THE SOFTWARE | S PROVIDED "AS | S", W THOUT WARRANTY OF ANY KI ND, EXPRESS OR
| MPLI ED, | NCLUDI NG BUT NOT LIM TED TO THE WARRANTI ES OF MERCHANTABI LI TY,

FI TNESS FOR A PARTI CULAR PURPOSE AND NONI NFRI NGEMENT. | N NO EVENT SHALL THE
AUTHORS OR COPYRI GHT HOLDERS BE LI ABLE FOR ANY CLAIM DAMAGES OR OTHER

LI ABI LI TY, WHETHER I N AN ACTI ON OF CONTRACT, TORT OR OTHERW SE, ARI SI NG
FROM OUT OF OR I N CONNECTI ON WTH THE SOFTWARE COR THE USE OR OTHER

DEALI NGS I N THE SOFTWARE.
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Glossary

AS: see Autonomous System.

Autonomous System a routing domain that is under one administrative autiyaeihd which implements
its own routing policies. Key concept in BGP.

BGP: Border Gateway Protocol. See Chapter 8.

Bootstrap Router: A PIM-SM router that chooses the RPs for a domain from amioaget of candidate
RPs.

BSR: See Bootstrap Router.

Candidate RP. A PIM-SM router that is configured to be a candidate to be anTRE Bootstrap Router
will then choose the RPs from the set of candidates.

Dynamic Route A route learned from another router via a routing protocmsas RIP or BGP.
EGP: see Exterior Gateway Protocol.

Exterior Gateway Protocol. a routing protocol used to route between Autonomous Systérhe main
example is BGP.

IGMP : Internet Group Management Protocol. See Chapter 10.
IGP: see Interior Gateway Protocol.

Interior Gateway Protocol: a routing protocol used to route within an Autonomous Syst&xamples
include RIP, OSPF and IS-IS.

Live CD: A CD-ROM that is bootable. In the context #ORP, the Live CD can be used to produce a
low-cost router without needing to install any software.

MLD : Multicast Listener Discovery protocols. See Chapter 10.
MRIB : See Multicast RIB.

Multicast RIB : the part of the RIB that holds multicast routes. These atelinectly used for forwarding,
but instead are used by multicast routing protocols suchiléisSM to perform RPF checks when
building the multicast distibution tree.

OSPE See Open Shortest Path First.

Open Shortest Path First: an IGP routing protocol based on a link-state algorithm.d.seroute within
medium to large networks.



PIM-SM : Protocol Independent Multicast, Sparse Mode. See Chéafter

Rendezvous Point A router used in PIM-SM as part of the rendezvous processhighwnew senders are
grafted on to the multicast tree.

Reverse Path Forwarding many multicast routing protocols such as PIM-SM build atmast distribu-
tion tree based on the best route back from each receiveetsaiwrce, hence multicast packets will
be forwarded along the reverse of the path to the source.

RIB: See Routing Information Base.
RIP: Routing Information Protocol. See Chapter 7.

Routing Information Base: the collection of routes learned from all the dynamic nogfprotocols running
on the router. Subdivided into a Unicast RIB for unicast esuand a Multicast RIB.

RP: See Rendezvous Point.

RPF: See Reverse Path Forwarding.

Static Route A route that has been manually configured on the router.
xorpsh: XORPcommand shell. See Chapter 1.

xorp_rtrmgr : XORProuter manager process. See Chapter 1.
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Chapter 1

Command Structure

1.1 Introduction

To interact with aXORP router using the command line interface (CLI), the user thesORP command
shell “xorpsh”. This allows configuration of the router and monitoring bétrouter state.

In this chapter we describe how to interact withrpsh. In later chapters we describe the details of how to
configure BGP, PIM, SNMP and other processes.

The user interface style is loosely modelled on that of apkmiouter. This manual and the xorpsh itself
are works in progress, and so may change significantly inutued.

1.2 Running xorpsh

The xorpsh command provides an interactive command shell X©&P user, similar in many ways to the
role played by a Unix shell. In a production router or on #@RP LiveCD, xorpsh might be set up as
an user’s login shell - they would login to the router via ssil &e directly in thexorpsh environment.
However, for research and development purposes, it makes semse to login normally to the machine
running thexORP processes, and to rworpsh directly from the Unix command line.

xorpsh should normally be run as a regular user; it is neither nergss desirable to run it as root. If an
user is to be permitted to make changes to the running roatdigtiration, that user needs to be in the Unix
groupxor p. The choice of GID for grougor p is not important.

xorpsh needs to be able to communicate with ¥@RP router management processp._rtrmgr using the
local file system. If thexorp_rtrmgr cannot write files in /tmp thatorpsh can read, therorpsh will not be
able to authenticate the user to tteep_rtrmgr.

Multiple users can rumxorpsh simultaneously. There is some degree of configuration hackd prevent
simultaneous changes to the router configuration, but ctlyrhis is fairly primitive.

11



1.3 Basic Commands

On startingxorpsh, you will be presented with a command line prompt:

| Xor p>

You can exitxorpsh at any time by trying Control-d.

Typing “?” at the prompt will list the commands currently dable to you:

Xor p> ?
Possi bl e conpl eti ons:
configure Switch to configuration node

hel p Provi de hel p with commands
qui t Quit this conmand session
show Di spl ay i nformati on about the system

If you type the first letter or letters of a command, and<diiab>, then command completion will occur.

At any time you can type “?” again to see further command cetigis. For example:

Xor p> config?
Possi bl e conpl eti ons:

configure Switch to configuration node
Xor p> config

If the cursor is after the command, typing “?” will list thegmible parameters for the command:

Xor p> configure ?
Possi bl e conpl eti ons:

<[ Enter]> Execute this command

exclusive Switch to configuration node, |ocking out other users
Xor p> configure

12




1.3.1 Command History and Command Line Editing

xorpsh supports emacs-style command history and editing of theaexthe command line. The most
important commands are:

e Theup-arrow or control-p moves to the previous command in the history.

e Thedown-arrow or control-n moves to the next command in the history.

e Theleft-arrow or control-b moves back along the command line.

e Theright-arrow or control-f move forward along the command line.

e control-a moves to the beginning of the command line.

e control-e moves to the end of the command line.

e control-d deletes the character directly under the cursor.

e control-t toggles (swaps) the character under the cursor with thectearimmediately preceding it.
e control-spacemarks the current cursor position.

e control-w deletes the text between the mark and the current cursdigmsiopying the deleted text
to the cut buffer.

e control-k kills (deletes) from the cursor to the end of the command laopying the deleted text to
the cut buffer.

e control-y yanks (pastes) the text from the cut buffer, inserting ihatd¢urrent cursor location.

13



1.4 Command Modes

xorpsh has two command modes:

Operational Mode, which allows interaction with the router to monitor its ogiéon and status.

Configuration Mode, which allows the user to view the configuration of the rouiechange that config-
uration, and to load and save configurations to file.

Generally speaking, operational mode is considered torgveprivileged access; there should be nothing
an user can type that would seriously impact the operatichefouter. In contrast, configuration mode
allows all aspects of router operation to be modified.

In the long runxxorpsh and thexorp_rtrmgr will probably come to support fine-grained access contl, s
that some users can be given permission to change only sulifsisie router configuration. At the present
time though, there is no fine-grained access control.

An user can only enter configuration mode if that user is inxthep Unix group.

1.5 Operational Mode

Xor p> ?
Possi bl e conpl eti ons:
configure Switch to configuration node

hel p Provi de hel p with conmmands
qui t Quit this conmand session
show Di spl ay i nformation about the system

The main commands in operational mode are:

configure: switches from operational mode to configuration mode.
help: provides online help.
quit: quit from xorpsh.

show: displays many aspects of the running state of the router.

14



1.5.1 Show Command

Xor p> show ?
Possi bl e conpl eti ons:
<[Enter]> Execute this conmand

bgp Di splay information about BGP

host Di splay i nformati on about the host

i gnp Di splay information about | GW
interfaces Show network interface information
nf ea Di splay information about |Pv4 MFEA
nf eab Di splay i nformati on about |Pv6 M-EA
md Di splay information about M.D

pi m Di spl ay i nformation about |Pv4 PIM
pi 6 Di splay information about |1 Pv6 PIM
rip Di splay information about RI P

route Show route table

Xor p> show

Theshowcommand is used to display many aspects of the running dttie oouter. We don’t describe the
sub-commands here, because they depend on the runningfdtaéerouter. For example, only a router that

is running BGP should providghow bgp commands.

As an example, we show the peers of a BGP router:

Xor p> show bgp peers detail
XK
Peer 1: local 192.150.187.108/ 179 renote 192.150.187.109/179
Peer |1 D: 192.150.187. 109
Peer State: ESTABLI SHED
Adm n State: START
Negoti at ed BGP Version: 4
Peer AS Nunber: 65000
Updat es Recei ved: 5157, Updates Sent: O
Messages Received: 5159, Messages Sent: 1
Tinme since | ast received update: 4 seconds
Nunber of transitions to ESTABLI SHED: 1
Time since | ast entering ESTABLI SHED state: 47 seconds
Retry Interval: 120 seconds
Hol d Tine: 90 seconds, Keep Alive Tinme: 30 seconds

M nimum AS Origination Interval: 0 seconds
M ni mum Rout e Advertisenent Interval: O seconds

Configured Hold Tine: 90 seconds, Configured Keep Alive Tinme: 30 secq

15
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1.6 Configuration Mode

Xor p> configure

Entering configurati on node.

There are no other users in configuration node.
[edit]

XORP>

When in configuration mode, the command prompt changes t bapitals. The command prompt is also
usually preceded by a line indicating which part of the canfigion tree is currently being edited.

[edit]
XORP> ?
Possi bl e conpl eti ons:
Create Create a sub-el ement
del ete Del ete a configuration el enent
edit Edit a sub-el ement
exit Exit fromthis configuration |evel
hel p Provi de hel p with commands
| oad Load configuration froma file
qui t Quit fromthis |evel
run Run an operati onal - node comand
save Save configurationto a file
set Set the val ue of a paraneter
show Show t he val ue of a paraneter
top Exit to top level of configuration
up Exit one level of configuration
XORP>

16



The router configuration has a tree form similar to the dowcstructure on a Unix filesystem. The current
configuration or parts of the configuration can be shown viidshowcommand:

[edit]
XORP> show i nterfaces
interface rl0 {
description: "control interface”
vif rlo {
address 192. 150. 187. 108 {
prefix-1length: 25
broadcast: 192.150. 187. 255
di sabl e: false

}

di sabl e: fal se

}

di sabl e: fal se

}

t ar get nane:

fea

17



1.6.1 Moving around the Configuration Tree

You can change the current location in the configurationusaeg theedit, exit, quit, top andup commands.

e edit <element name-: Edit a sub-element

exit: Exit from this configuration level, or if at top level, exibofiguration mode.

quit: Quit from this level

top: Exit to top level of configuration

up: Exit one level of configuration

For example:

[edit]
XORP> edit interfaces interface rl0 vif rl0O
[edit interfaces interface rl0 vif rlO0]
XORP> show
address 192. 150. 187. 108 {
prefix-1length: 25
broadcast: 192.150. 187. 255
di sabl e: false

}

di sabl e: fal se

[edit interfaces interface rl0 vif rlO0]
XORP> up

[edit interfaces interface rlO0]

XORP> t op

[edit]

XORP>

1.6.2 Loading and Saving Configurations

On startup, theorp_rtrmgr will read a configuration file. It will then start up and configuhe various router
components as specified in the configuration file.

The configuration file can be created externally, using a abtext editor, or it can be saved from the
running router configuration. A configuration file can alsolb®ded into a running router, causing the
previous running configuration to be discarded. The comméorcthis are:

e save<filename>: save the current configuration in the specified file.

¢ load <filename>: load the specified file, discarding the currently runningfiguration.

18



1.6.3 Setting Configuration Values

e set<path to config> <value>: set the value of the specified configuration node.

Thesetcommand is used to set or change the value of a configuratiieno he change does not actually
take effect immediately - theommitcommand must be used to apply this and any other uncommitted
changes.

In the example below, the prefix length (netmask) of addr&2s150.187.108 on vif rl0 is changed, but not
yet committed. The*” indicates parts of the configuration that have changed buyet been committed.

[edit interfaces interface rlO0]
XORP> show
description: "control interface"
vif rio {
address 192. 150. 187. 108 {
prefix-length: 25
broadcast: 192.150. 187. 255
di sabl e: false

}

di sabl e: fal se

}

di sabl e: false
[edit interfaces interface rlO0]
XORP> set vif rl 0 address 192.150.187. 108 prefix-Ilength 24
XK

[edit interfaces interface rl0]

XORP> show
description: "control interface”
vif rio {
address 192. 150. 187. 108 {
> prefix-length: 24

broadcast: 192. 150. 187. 255
di sabl e: fal se

}

di sabl e: fal se

19



1.6.4 Adding New Configuration

e create <path to new config node : create new configuration node.

e create <path to new config node { : create new configuration node and start editing it.

New configuration can be added by ttreatecommand. If we typereatefollowed by the path to a new
configuration node, the node will be created. All parameuetisin that node will be assigned their default
values (if exist). After that the node can be edited withedé command. If we typq after the path to the
new configuration node, the node will be created, the defalites will be assigned, and we can directly
start editing that node. The user interface for this is qulyerather primitive and doesn’t permit the more
free-form configuration allowed in configuration files.

20



For example, to configure a second vif on interface rl0:

[edit interfaces interface rl0]
XORP> show
description: "control interface
vif rio {
address 192. 150. 187. 108 {
prefix-length: 24
broadcast: 192.150.187. 255
di sabl e: false

}

di sabl e: fal se

}

di sabl e: fal se

[edit interfaces interface rl0]
XORP> create vif rl0Ob {
> address 10.0.0.1 {
> prefix-length 16
> broadcast 10. 0. 255. 255
> di sabl e fal se
>}
> di sabl e fal se
>}
[edit interfaces interface rl 0]
XORP> show
description: "control interface
vif rio {
address 192. 150. 187. 108 {
prefix-length: 24
broadcast: 192.150.187. 255
di sabl e: false

}
di sabl e: false
}

> vif rl0Ob {
> address 10.0.0.1 {
> prefix-length: 16
> br oadcast: 10. 0. 255. 255
> di sable: false
>}
> di sabl e: false
>}

di sabl e: fal se

21



1.6.5 Deleting Parts of the Configuration

The deletecommand can be used to delete subtrees from the configurdtiendeletion will be visible in
the results of thehowcommand, but will not actually take place until the changescammitted.

XORP> show interfaces interface rl0
description: "control interface"
vif rio {

address 192. 150. 187. 108 {
prefix-length: 24
broadcast: 192.150. 187. 255
di sabl e: fal se

}

di sable: false
}
vif rl0Ob {
address 10.0.0.1 {
prefix-length: 16
broadcast: 10.0. 255. 255
di sabl e: fal se

}
di sabl e: fal se
}
di sabl e: fal se
[edit]
XORP> delete interfaces interface rl10 vif rl0Ob
Del eti ng:

address 10.0.0.1 {
prefix-length: 16
broadcast: 10.0. 255. 255
di sabl e: false

}

XK

[edit]

XORP> show interfaces interface rl0
description: "control interface"
vif rlo {

address 192. 150. 187. 108 {
prefix-length: 24
broadcast: 192.150.187. 255
di sabl e: fal se

}

di sabl e: fal se

}

di sabl e: fal se

22



1.6.6 Committing Changes

[edit interfaces interface rl0]
XORP> conmi t
XK

The commitcommand commits all the current configuration changes. ddmistake a number of seconds
before the response is given.

If xorpsh was built with debugging enabled, the responselmionsiderably more verbose than shown
above!

If two or more users are logged in using configuration modd,are of them changes the configuration, the
others will receive a warning:

[edit]
XORP>
The configuration had been changed by user njh
XORP>

1.6.7 Discarding Changes

The user can discard a batch of changes by editing them bdlekitariginal configuration, or by using the
exitcommand to leave configuration mode:

[edit]

XORP> exi t

ERROR: There are uncommitted changes

Use "commt"” to conmt the changes, or "exit discard" to discard them
XORP> exit discard

Xor p>

23
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Chapter 2

Configuration Overview

2.1 Introduction

A XORP router must be configured to perform the desired ojerat The configuration information can be
provided in one of the two ways:

e Use a configuration file when the rtrmgr is started. By defaié rtrmgr will load the configu-
ration from file “config.boot” in the XORP installation dineey. This file can be specified by the
“-b <filename>" command line option:

xorp_rtrmgr -b ny_config. boot

See “rtrmgr/config.boot.sample” for an example of a configion file (note that this file MUST be
modified before using it).

e Use the xorpsh command line interface after the rtrmgr idesta It should be noted that command
line completion in the xorpsh does greatly simplify confegion.

A mixture of both methods is permissible. For example, a gométion file can also be loaded from within
the xorpsh.

At very minimum, a router’s interfaces must be configurea (Section 2.2). Typically, the FEA needs to
be configured€.g.,to enable unicast forwarding); the FEA configuration is désd in Section 2.3. All
protocol configuration is described in Section 2.4.

2.2 Network Interfaces

A XORP router will only use interfaces that it has been exiiiconfigured to use. Even for protocols such
as BGP that are agnostic to interfaces, if the next-hop rdatea routing entry is not through a configured
interface the route will not be installed. For protocolsttai@e explicitly aware of interfaces only configured
interfaces will be used.

Every physical network device in the system is considerdiktan “interface”. Every interface can contain
a number of virtual interfaces (“vif’s). In the majority oises the interface name and vif name will be
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identical and will map to the name given to the interface by dperating system. A virtual interface is
configured with the address or addresses that should be Asedch level in the configuration hierarchy
(interface,vif andaddr ess)itis necessary to enable this part of the configuration.

interfaces {
interface dc0 {
description: "data interface"
di sabl e: false
/* defaul t-systemconfig */
vif dcO {
di sabl e: false
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10. 255
di sabl e: fal se
}
/*
address 10:10:10: 10: 10: 10: 10: 10 {
prefix-length: 64
di sabl e: fal se

}
*]

We recommend that you select the interfaces that you wargémn your system and configure them as
above. If you are configuring an interface that is currending used by the the system make sure that there
is no mismatch in theaddress, prefix-length and broadcast arguments. If the
def aul t - syst em conf i g statement is used, it instructs the FEA that the interfacailshbe con-
figured by using the existing interface information from thederlying system. In that case, thef and
addr ess sections must not be configured.

2.3 Forwarding Engine Abstraction

It is a requirement to explicitly enable forwarding for egarotocol family.

fea {
uni cast - f orwar di ng4 {
di sabl e: fal se
}
/*
uni cast - f orwar di ngé {
di sabl e: false
}
*/
}

If IPv4 forwarding is required you will require the configticm above. If the system supports IPv6 and
IPv6 forwarding is required, then thmi cast - f or war di ng6 statement must be used to enablk it

INote that prior to XORP Release-1.1, taeabl e- uni cast - f or war di ng4 andenabl e- uni cast - f or war di ng6
flags were used instead to enable or disable the IPv4 and tdPwéufding.
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2.4 Protocols

A unicast router typically will be configured with one or maséthe following protocols: StaticRoutes
(Section 2.4.1), RIP (Section 2.4.2) or BGP (Section 2.4.3)

A multicast router must have the MFEA configured (Section4).4Typically, a multicast router should
have IGMP/MLD configured (Section 2.4.5). Currently, PIN#Ss the only multicast routing protocol
implemented (Section 2.4.6). If some multicast-specifitictroutes need to be installed in the MRIB (for
computing the reverse-path forwarding information), thoan be specified in the StaticRoutes configuration
(Section 2.4.1). If there are no unicast routing protocolsfigured, the FIB2ZMRIB module may need to be
configured as well (Section 2.4.7).

2.4.1 Static Routes

This is the simplest routing protocol in XORP. It allows tinstallation of unicast or multicast static routes
(either IPv4 or IPv6). Note that in case of multicast the esuare installed only in the user-level Multi-
cast Routing Information Base and are used for multicastifip reverse-path forwarding information by
multicast routing protocols such as PIM-SM.

protocols {
static {
route4 10.20.0.0/16 {
next hop: 10.10.10. 20
metric: 1

nrib-route4 10.20.0.0/16 {
next hop: 10.10.10. 30
metric: 1

}

/*

route6 20:20:20:20::/64 {
next hop: 10:10: 10: 10: 10: 10: 10: 20
metric: 1

}

nri b-route6 20:20:20:20::/64 {
next hop: 10:10: 10: 10: 10: 10: 10: 30
netric: 1

}

*/
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2.4.2 Routing Information Protocol

In order to run RIP it is sufficient to specify the set of ingerés, vifs and addressest er f ace,vi f and
addr ess) on which RIP is enabledl

If you wish to announce routes then it is necessargxpor t 3 the routes that are to be announced. For
exampleconnect ed,stati c andri p.

Note that this mechanism for originating routes is temporay. In the next release it will be replaced
by a more generic policy framework. Unfortunately, the samekeyword export will be used but with
different syntax.

protocols {
rip {
/* Redistribute routes for connected interfaces */
/*
export connected {
netric: O
tag: O
}
*/
/* Redistribute static routes */
/*
export static {
metric: 1
tag: O
}
*/
/* Run on specified network interface addresses */
/*
interface dc0 {
vif dcO {
address 10.10.10.10 {
di sabl e: fal se

Note that prior to XORP Release-1.1, theabl e flag was used instead di sabl e to enable or disable each part of the
configuration.
3Note that in release candidate 1.0-RC, itgor t keyword is used in place @xport .
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2.4.3 Border Gateway Protocol

In order to run BGP thégp- i d (BGP Identifier) and ocal - as (Autonomous System number) must be
specified.

Thepeer statement specifies a peering. The argument to the peemsiaités the IP address of the peer.
Thel ocal -i pis the IP address that TCP should use. @keds the Autonomous System Number of the
peer.

protocols {
bgp {
bgp-id: 10.10.10.10
| ocal -as: 65002

peer 10.30.30.30 {
| ocal -i p: 10.10.10.10

as: 65000
next - hop: 10.10. 10. 20
/*

| ocal -port: 179
peer-port: 179

*/

/* holdtine: 120 */
/* disable: false */

/* 1Pv4 unicast is enabled by default */
/* ipv4-unicast: true */

/* Optionally enable other AFI/SAFlI conbinations */
/* ipv4-nulticast: true */

/* ipv6-unicast: true */

/* ipve-nulticast: true */

}

/* Originate | Pv4 Routes */
/*
net wor k4 10.10. 10. 0/ 24 {
next - hop: 10. 10. 10. 10
uni cast: true
mul ticast: true

}
*]

/* Originate | Pv6 Routes */

/*

networ k6 10:10:10: 10::/64 {
next - hop: 10:10:10: 10: 10: 10: 10: 10
uni cast: true
mul ticast: true

}
*]

Currently BGP is not able tonpor t routes from other routing protocols suchstsat i c. It is however
possible to originate routes usingt wor k4 andnet wor k6 statements such as in the above example.
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2.4.4 Multicast Forwarding Engine Abstraction
The MFEA must be configured if the XORP router is to be used folticast routing. The MFEA for IPv4
and IPv6 are configured separately.

In the configuration we must explicitly configure the entityeif, and eaclvi f. Thet r aceopti ons
section is used to explicitly enable log information that @ used for debugging purpdse

pl umbi ng {
nfead {
di sabl e: fal se
interface dc0 {
vif dcO {
di sabl e: fal se
}
}
interface register.vif {
vif registervif {
/* Note: this vif should be al ways enabl ed */
di sable: true
}
}
traceoptions {

flag all {
di sabl e: true

}
}
}
}

pl umbi ng {
nfea6 {
di sabl e: true
interface dc0 {
vif dcO {
di sable: true

}
}

interface register.vif {
vif registervif {
/* Note: this vif should be always enabl ed */
di sable: true

}
}

traceoptions {
flag all {
di sable: true

}
}
}

}

Note that the interface/vif namedegi ster _vif is special. If PIM-SM is configured, then
regi ster _vi f must be enabled in the MFEA.

“Note that prior to XORP Release-1.1, theabl e flag was used instead di sabl e to enable or disable each part of the
configuration.
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2.4.5 Internet Group Management Protocol/Multicast Listener Discovery

IGMP/MLD should be configured if the XORP router is to be usedriulticast routing and if we want to
track multicast group membership for directly connectdohsts. Typically this is the case for a multicast
router, therefore it should be enabled. IGMP and MLD are goméid separately: IGMP is used for tracking
IPv4 multicast members; MLD is used for tracking IPv6 mastmembers.

In the configuration we must explicitly configure each engifyd eaclvi f . Thet r aceopt i ons section
is used to explicitly enable log information that can be usediebugging purpose

protocols {
ignp {
di sabl e: fal se
interface dc0 {
vif dcO {
di sabl e: fal se
}
}
traceoptions {
flag all {
di sabl e: fal se

}
}
}
}

protocols {
md {
di sabl e: fal se
interface dc0 {
vif dcO {
di sabl e: fal se
}

}

traceoptions {
flag all {
di sabl e: fal se
}
}
}

}

®Note that prior to XORP Release-1.1, thrabl e flag was used instead di sabl e to enable or disable each part of the
configuration.
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2.4.6 Protocol Independent Multicast - Sparse Mode

PIM-SM should be configured if the XORP router is to be usedhiaiticast routing in PIM-SM domain.
PIM-SM for IPv4 and IPv6 are configured separately. At minimthe entity itself and the virtual interfaces
should be enabled, and the mechanism for obtaining the GaiedRP set (either the Bootstrap mechanism,
or a static-RP seb.

protocols {
pi mem4 {
di sable: fal se
interface dc0 {
vif dcO {
di sable: false
[* dr-priority: 1 */
/* alternative-subnet 10.40.0.0/16 */
}
}

interface register.vif {
vif registervif {
/* Note: this vif should be al ways enabl ed */
di sabl e: fal se

}
}

static-rps {
rp 10.60.0.1 {
group-prefix 224.0.0.0/4 {
/* rp-priority: 192 */
/* hash-mask-len: 30 */
}
}
}

bootstrap {
di sabl e: fal se
cand- bsr {
scope-zone 224.0.0.0/4 {
/* is-scope-zone: false */
cand- bsr - by-vi f-name: "dcO"
/* bsr-priority: 1 */
/* hash-mask-len: 30 */
}
}

cand-rp {
group-prefix 224.0.0.0/4 {
/* is-scope-zone: false */
cand-rp-by-vif-nane: "dc0"
/* rp-priority: 192 */
/* rp-holdtinme: 150 */
}
}
}

continued overleaf....

Note that prior to XORP Release-1.1, thrabl e flag was used instead di sabl e to enable or disable each part of the
configuration.
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switch-to-spt-threshold {
/* approx. 1K bytes/s (10Kbps) threshold */
di sabl e: fal se
interval -sec
bytes: 102400

100

}

traceoptions {
flag all {
di sabl e

}

fal se

}
}
}

protocols {
pi menb {
di sabl e: false
interface dc0 {
vif dcO {
di sable: fal se
[* dr-priority: 1 */
/* alternative-subnet 40:40:40:40::/64 */
}
}
interface registervif {
vif registervif {
/* Note: this vif should be always enabled */
di sabl e: fal se

}
}

static-rps {
rp 50:50:50: 50: 50: 50: 50: 50 {
group-prefix ff00::/8 {
/[* rp-priority: 192 */
/* hash-mask-len: 126 */
}
}
}

bootstrap {
di sabl e: fal se
cand- bsr {
scope-zone ff00::/8 {

/* is-scope-zone:

false */

cand- bsr-by-vif-nanme: "dcO"
/* bsr-priority: 1 */
/* hash-mask-len: 30 */
}
}
cand-rp {
group-prefix ff00::/8 {
/* is-scope-zone: false */
cand-rp-by-vif-nanme: "dcO"

[* rp-priority: 192 */
/* rp-holdtinme: 150 */
}
}
}

continued overleaf....
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switch-to-spt-threshold {
/* approx. 1K bytes/s (10Kbps) threshold */
di sabl e: fal se
interval -sec: 100
bytes: 102400

}

traceoptions {
flag all {
di sabl e: fal se
}

}
}

}

A number of parameters have default values, therefore tbait Have to be configured (those parameters
are commented-out in the above sample configuration).

Note that the interface/vif namedegi st er vi f is special. If PIM-SM is configured, theregi st er _vi f
must be enabled.

Thedr - pri ority parameter is used to configure the Designated Router grpmitvirtual interface (note
that in case of egi st er vi f itis not used).

Theal t er nati ve- subnet statement is used to associate additional subnets withwarleinterface.
For example, if you want to make incoming traffic with a nondbsource address appear as it is coming
from a local subnet, theal t er nati ve- subnet can be used. Typically, this is needed as a work-
around solution when we use uni-directional interfacegdaeiving traffic (e.g., satellite links). Note: use
al t er nati ve- subnet with extreme care, only if you know what you are really doing!

If PIM-SM uses static RPs, those can be configured withirsthat i c- r ps section. For each RP, arp
section is needed, and each section should contain thecastliprefix address the static RP is configured
with. The RP priority can be modified with thigp- pri ori t y parameter.

If PIM-SM uses the Bootstrap mechanism to obtain the Cangli® set, this can be configured in the
boot st r ap section. If the XORP router is to be used as a Candidate-B8&Rshould be specified in the
cand- bsr section. For a router to be a Candidate-BSR it must adveidiseach zone (scoped or non-
scoped) the associated multicast prefix address. cEred- bsr section should contaiscope- zone
statements for each multicast prefix address. The vif nantle tive address that is to be used as the
Candidate-BSR is specified by tleand- bsr - by- vi f - nanme statement. The Candidate-BSR priority
can be modified with thbsr - pri ori t y parameter.

If the XORP router is to be a Candidate-RP, this should beifspgdn the cand-r p section. For a
router to be a Candidate-RP it must advertise for each zaupé€sl or non-scoped) the associated mul-
ticast prefix address. Theand- r p section should contaigr oup- pr ef i x statements for each mul-
ticast prefix address. The vif name with the address that isetased as the Candidate-RP is speci-
fied by thecand- r p- by- vi f - nanme statement. The Candidate-RP priority can be modified wiéh th
rp- priority parameter; the Candidate-RP holdtime can be modified wi&hph hol dt i ne parame-
ter.

Thei s- scope- zone parameter is used to specify whether a Candidate-8&kpe- zone or a Candidate-
RP gr oup- prefi x is scoped. Currently, scoped zones are not well tested,ehéns recommended
scope- zone is always set td al se. Note that typically thdrash- mask- | en should not be modified;
if you don’t know whathash- mask- | en is used for, don’t modify it!
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Theswi t ch-t o- spt -t hr eshol dsection can be used to specify the multicast data bandwhidtshold
used by the last-hop PIM-SM routers and the RPs to initiadetebt-path switch toward the multicast source.
Parameter nt er val - sec is used to specify the periodic measurement interval; peraryt es is used

to specify the threshold in number of bytes within the measient interval. It is recommended that the
measurement interval is not too small, and should be on ter @f tens of seconds.

Thet r aceopt i ons section is used to explicitly enable log information that te used for debugging
purpose.
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2.4.7 FIB2ZMRIB

The FIB2MRIB module is used to obtain the Forwarding InfotimmaBase information from the underlying

system (via the FEA), and to propagate it to the MRIB, so itlamised by multicast routing protocols such
as PIM-SM. Typically, it is needed only if the unicast rogfiprotocols (if any) on that router do not inject
routes into the MRIB.

protocols {
fib2nrib {
di sable: fal se

}

}

"Note that prior to XORP Release-1.1, thrabl e flag was used instead di sabl e to enable or disable each part of the
configuration.
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Chapter 3

Network Interfaces

3.1 Network Interfaces Terminology and Concepts

A router receives packets via its network interfaces frasmetighboring routers. Some of those packets
will be destined for the router itself, but most of then wirmally be forwarded on via another network
interface to another router or to locally connected hosts.

There are many different types of network interface, sudathernet, ATM, DS3, or ISDN. Sometimes the

underlying physical interface will need explicit configtiom before it can establish a link, and sometimes
the link requires no configuration. In addition, some netwoterfaces behave from a routing point of view

as if they were really multiple interfaces, in that the routey have to forward packets between different
“channels” on the same interface.

We choose to distinguish in a XORP router between physidatfaces (which we calinterfaces and
logical interfaces, which we call virtual interfaceswfs. An example of anterfacemight be an Ethernet
card. An example of &if might be one of many VLANSs configured on that Ethetnet

Conceptually, XORP routes packets between vifs. Thus i fs that are given IP addresses. Each in-
terface may contain many vifs. Conversely every vif is alsvpgrt of an interface, although some interfaces
such as the loopback interface do not have a physical réatisa

The XORP naming convention for vifs is that they are namedeg would be in the underlying forwarding
path. For example, if the forwarding path is implementechim FreeBSD kernel, theihxp0 might denote

a 100-base-T Ethernet vif (with no VLAN). On a router usinglx as the forwarding path, the same vif
might be calleckt ho.

If a physical interface cannot support multiple vifs, orhite’s a default vif on a physical interface, then
the interface name and the vif name will normally be the sahggin, this is determined by the underlying
forwarding path. A common example would be Ethernet withdulNs, where the interface and vif might
both be nameélxp0 on FreeBSD or both callegt hO on Linux.

ICurrently (April 2005), VLANSs are not yet supported in XORP.
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3.2 Configuring Network Interfaces

A XORP router will only use interfaces that it has been exgyiconfigured to use. For protocols such as
RIP that are explicitly aware of interfaces, only configunetgrfaces will be used. Even for protocols such
as BGP that don't directly associate peerings with intesad the next-hop router for a routing entry is not
through a configured interface, the route will not be instll

3.2.1 Configuration Syntax

The available configuration syntax for network interfaced addresses is as follows:

interfaces {
interface text {
description: text
mac: macaddr
nmtu: uint
defaul t-systemconfig
di sabl e: bool
vif text {
di sabl e: bool
addr ess IPv4-addr {
prefix-1ength: int(1..32)
br oadcast: IPv4-addr
desti nation: IPv4-addr
di sabl e: bool

}

addr ess IPv6-addr {
prefix-1ength: int(1..128)
destination: IPv6-addr
di sabl e: bool

}
}
}

}

i nt erfaces: this delimits all the interface configuration informatianthin the XORP configuration
file.

i nt er f ace: this delimits the configuration for a particular interfaCehe parameter is the name of the
interface, which must correspond to an interface knowneaduter forwarding path.

For each interface, the following configuration is possible

descri pti on: this is a human-readable description for the interfacés firimarily used to help
the router operator remember which interface serves whigbgse. It is optional.

mac: This allows the MAC address for the interface to be set. MAl@rasses on devices such
as Ethernets are usually fixed, but in some cases it is pessilbverride the built-in default
MAC address. The format should be in a form appropriate fer itlierface type. For an
Ethernet interface, this would be six colon-separatedt 8&inbers in hexadecimal, such as
00: Oa: 59: 9a: f 2: ba.

nt u: This allows the maximum transfer unit (MTU) to be set for thierface as a whole (applying
to all VIFs). The value is an integer number of bytes, and khbe less than or equal to the
largest MTU supported by the physical device. When forwagdiPv4 packets larger than the
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MTU will be fragmented unless they the DF bit set, in whichecigey will be dropped and an
ICMP Packet-too-big message will be returned to the sender.

def aul t - syst em confi g: Normally all the interfaces, vifs, and addresses on a XOdRfer
will be configured through the XORP configuration file and ccemhline interface. However,
under certain circumstances it is useful to be able to run R@R a routing daemon without
changing the current configuration of interfaces and adeéses This primitive tells XORP to
obtain its configuration for this interface by reading thesemg configuration back from the for-
warding engine rather than by configuring the forwardingesglf def aul t - syst em confi g
is used, then thei f andaddr ess sections must not be configured.

di sabl e: this flag disables or enables the interface for routing angdrding?. It takes the value
true or fal se. Configuring an interface to be disabled has the same effertraoving its
configuration, but without losing what the configurationdise be.

vi f : this configures a vif on the corresponding interface. Insaases this may cause the vif to be
created; an example might be an Ethernet VLAN. In other cisesnerely denotes the start of
the configuration for the vif. The parameter is the name ofviheas understood by the router
forwarding engine.

For each vif, the following configuration is possible:

di sabl e: this flag disables or enables the vif for routing and forimgcP. It takes the
valuet r ue orf al se. Configuring a vif to be disabled has the same effect as remgats
configuration, but without losing what the configurationdise be.

addr ess: this specifies a new IP address for this vif. A single vif ntigve multiple IP
addresses, and might have both IPv4 address and IPv6 aeklrddse parameter is either
an IPv4 or IPv6 address.
For each address, the following configuration is possible:

prefix-1 engt h: this gives the prefix length of the subnet connected to tiierface.
For an IPv4 address, prefix-length must be between 4 and 32ar-tPv6 address,
prefix-length must be between 8 and 128. This field is mangdtoreach address.

br oadcast : this gives the subnet broadcast address for the subnespomding to the
vif address. It is only needed for IPv4 addresses (it is mangg and is needed for
historical reasons. It takes the form of an IPv4 address.
Normally the broadcast address will have the local hostsgiahe subnet address set
to all ones. For example, with address 10.0.0.0 and prefigtte 20, the broadcast
address will have the last 12 bits set to one, and hence wilDb@15.255.

dest i nati on: this specifies the destination IP address. It is only relef@ point-to-
point interfaces, where the IP addresses at each end ofnth@died not share an IP
subnet.

di sabl e: this flag disables or enables this IP address on this Vitakes the valuer ue
orf al se. Configuring an IP address to be disabled has the same effestrmving its
configuration, but without losing what the configurationdise be.

“Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
3Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
“Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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3.2.2 Example Configurations

We recommend that you select the interfaces that you wargémn your system and configure them as
below. Interfaces that you do not wish XORP to use for forwaydhould be omitted from the configuration.

Configuring Interface Addresses

interfaces {
interface dc0 {
description: "ethernet interface"
di sabl e: false
vif dcO {
di sabl e: false
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10. 255
di sabl e: fal se

}

address 10:10: 10: 10: 10: 10: 10: 10 {
prefix-length: 64
di sabl e: fal se

}

In the example above, the router has only one interface amefily This interface is calledkc 0, and the vif
is also calleddcO. In this case, this is because this interface is an Ethenfietface, and VLANSs are not
being used, so the vif is simply the default vif for this iritere.

The vif has both an IPv4 and an IPv6 address configured. ThedBaress i20. 10. 10. 10, and connects
tothe subnet0. 10. 10. 0/ 24 as determined by the prefix-length. Consistent with thisstibnet broadcast
address i40. 10. 10. 255.

The IPv6 address has a prefix-length of 64 bits, and does ®at fue allow) the broadcast address to be
explicitly specified.

In this case, the internface is not a point-to-point integfaso no destination address is specified.
Using Pre-Configured Interface Addresses
If the def aul t - syst em conf i g statement is used, as shown in the example belore, it instthe

FEA that the interface should be configured by using theiegishterface information from the underlying
system. In that case, tlve f andaddr ess sections must not be configured.

interfaces {
interface dc0 {
description: "data interface"
di sabl e: fal se
defaul t-systemconfig

}

}
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3.3 Monitoring Network Interfaces

The state of a XORP router’s interfaces can be displayed qmenational mode using tlséow i nt er f aces
command. By itselfshow i nt er f aces will list information about all the interfaces in the router

Xor p> show interfaces

dc0/dc0: Fl ags: <ENABLED, BROADCAST, MULTI CAST> ntu 1500
inet 172.16.0.1 subnet 172.16.0.0/24 broadcast 172.16.0. 255
physi cal index 1
et her 00: 80:c¢8:b9:61: 09

dcl/dcl: Fl ags: <ENABLED, BROADCAST, MULTI CAST> ntu 1500
inet 172.16.1.1 subnet 172.16.1.0/24 broadcast 172.16.0.255
physi cal index 2
et her 00: 80:c8:b9:61: 0a

dc2/dc2: Fl ags: <ENABLED, BROADCAST, MULTI CAST> ntu 1500
inet 172.16.2.1 subnet 172.16.2.0/24 broadcast 172.16.0. 255
physi cal index 3
et her 00:80:c8:b9:61:0b

dc3/dc3: Fl ags: <ENABLED, BROADCAST, MULTI CAST> ntu 1500
inet 172.16.3.1 subnet 172.16.3.0/24 broadcast 172.16.0. 255
physi cal index 4
et her 00:80:c8:b9:61: 0c

f xp0/ f xp0: Fl ags: <ENABLED, BROADCAST, MULTI CAST> ntu 1500
inet 192.150.187.112 subnet 192.150. 187.0/ 25 broadcast 192.150. 187. 255
physi cal index 5
et her 00: 02: b3: 10: b4: 6¢

In this case, the router has five Ethernet interfaces, eagrhimh has a single vif. The naming format is
interface/vif For examplalc1/ vl an2 would be vif vlan2 on interface dcl. In the above examplethall
vif names are the same as the Ethernet interface names betaWd. ANs are being used.

To display information about a specific interface, usesthew i nt er f aces <interface- command:

Xor p> show interfaces dcl

dcl/dcl: Fl ags: <ENABLED, BROADCAST, MULTI CAST> ntu 1500
inet 172.16.1.1 subnet 172.16.1.0/24 broadcast 172.16.0. 255
physi cal index 2
et her 00:80:c8:b9:61: 0a
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Chapter 4

Forwarding Engine

4.1 Terminology and Concepts

The forwarding engine is that part of a router that receivaskpts and forwards then from one interface
to another. In the case of XORP, the forwarding engine mayhbekérnel forwarding path on Linux or
FreeBSD, or it may reside in external forwarding hardware.

On any particular router, it might be desirable to enableisalgle different parts of the forwarding func-
tionality. For example, a router might only be intended tovard IPv6 packets but not IPv4 packets, or it
might be intended to forward unicast packets but not mudtipackets. Thus XORP provides the ability to
enable and configure various forwarding functionality.

In XORP, the term f'ea” refers toForwarding Engine Abstractioand the term fif ea” refers toMulticast
Forwarding Engine AbstractianThe term abstraction here refers to a high-level configumanterface that
should be the same irrespective of whether the forwardimgnens provided in software in the operating
system kernel or in external forwarding hardware.
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4.2 Configuration of the Forwarding Engine

On a XORP router, forwarding functionality must be explicénabled or no packets will be forwarded. For-
warding can be separately enabled for unicast and multiaadtfor IPv4 and IPv6. In addition, multicast

interfaces/vifs need to be explicitly enabled individyalind certain special-purpose forwarding function-
ality can also be enabled for multicast.

4.2.1 Configuration Syntax

fea {
target nane: txt
uni cast - f orwar di ng4 {
di sabl e: bool

uni cast - f orwar di ngé {
di sabl e: bool

}

}
pl umbi ng {
nfead {
di sabl e: bool
interface text {
vif text {
di sabl e: bool

}
}

interface register.vif {
vif registervif {
di sabl e: bool
}
}

traceoptions {
flag all {
di sabl e: bool

}
}
}

nfea6 {
di sabl e: bool
interface text {
vif text {
di sabl e: bool

}
}

interface register.vif {
vif registervif {
di sabl e: bool
}
}
traceoptions {
flag {
al | {
di sabl e: bool
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f ea: this delimits the configuration for the unicast forwardeggine functionality.
The following unicast forwarding engine parameters candrgigured:

t ar get name: this is the name for this instance of the forwarding engibstraction. It defaults
to “f ea”, and it is strongly recommended that this defaulad overridden under normal usage
scenarios.

uni cast - f or war di ng4: this directive is used to configure the IPv4 forwardigPossible parameters
are:

di sabl e: this takes the valuer ue or f al se, and disables or enables all IPv4 unicast forwarding
on the router.

uni cast - f or war di ng6: this directive is used to configure the IPv6 forwardfgPossible parameters
are:

di sabl e: this takes the valuer ue or f al se, and disables or enables all IPv6 unicast forwarding
on the router.

pl unbi ng: this delimits a part of the router configuration used for phenbing together of packet for-
warding functionality. Multicast forwarding configurationust be part of this grouping.

nf ea4: this delimits the part of the router configuration relatedrulticast forwarding of IPv4 packets.
The following multicast forwarding parameters can be camig:

di sabl e: this takes the valuer ue or f al se, and disables or enables all IPv4 multicast forwarding
on the routef. The default i al se.

i nt er f ace: this specifies an interface to be used for multicast IPvéoding. Each interface to
be used for multicast forwarding needs to be explicitlyelist

In addition to the normal network interfaces, a speciappse interface calledegi st er _vi f
needs to be configured for PIM-SM (see Chapter 11) to be abdend register-encapsulated
packets to the PIM Rendezvous Point. PIM-SM will not workreetly unless this is configured.
Ther egi st er .vi f interface must be configured with a vif also calleshi st er vi f.

vi f ; this specifies a vif to be used for multicast IPv4 forwardiggch vif to be used for multicast
forwarding needs to be explicitly listed.

Each vif can take the following parameter:
di sabl e: this takes the valuer ue or f al se, and disables or enables multicast forwarding
on this vif4. The default if al se.

traceopti ons: this directive delimits the configuration of debugging drating options for multicast
forwarding.

f 1 ag: this directive is used to specify which tracing options emabled. Possible parameters are:
al | : this directive specifies that all tracing options shoulehabled. Possible parameters are:

"Note that prior to XORP Release-1.1, #ieabl e- uni cast - f or war di ng4 flag was used instead to enable or disable the
IPv4 forwarding.

2Note that prior to XORP Release-1.1, #ieabl e- uni cast - f or war di ng6 flag was used instead to enable or disable the
IPv6 forwarding.

3Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.

“Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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di sabl e: this takes the valuer ue or f al se, and disables or enables tracifg The
default isf al se.

nf ea6: this delimits the part of the router configuration relatedrtulticast forwarding of IPv6 packets.
The possible parameters are the same asffern4, but affect IPv6 multicast forwarding rather than
IPv4.

4.2.2 Example Configurations

fea {
uni cast - f orwar di ng4 {
di sable: false

uni cast - f orwar di ng6 {
di sable: true

}
} plumbing {
nfead {
di sabl e: fal se
interface dc0 {
vif dcO {
di sabl e: fal se

}
}

interface register.vif {
vif registervif {
/* Note: this vif should be al ways enabl ed */
di sabl e: fal se

}
}

traceoptions {
flag all {
di sabl e: fal se

}
}
}

nfea6 {
di sabl e: false
interface dc0 {
vif dcO {
di sable: fal se

}
}

interface register.vif {
vif registervif {
/* Note: this vif should be always enabl ed */
di sabl e: fal se

}
}
}

}

The configuration above enables unicast IPv4 forwardingdisables IPv6 unicast forwarding.

In addition, it enables multicast forwarding for IPv4 and/&Fon interface/vifdc0/ dc0, and enables the
register vif for use by PIM-SM multicast routing.

®Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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4.3 Monitoring the Forwarding Engine

The show nf ea dat af | ow command can be used to display information about MFEA IPwéfhbay
filters:

Xor p> show nf ea dat afl ow

G oup Sour ce

224.0.1.20 10.2.0.1
Measured(Start| Packet s| Byt es) Type Thresh(Interval | Packet s| Byt es) Remai n
1091667269. 982158| 0| ? <= 210.0/ 0] ? 202. 434319
1091667269. 984406| ?| 0 >= 100. 0] ?|] 102400 92. 436567

Note that the above information is shown only if the filters kept at user-space. If the filters are kept at
kernel-spaced.g.,in case of UNIX system with advanced multicast API suppdftgn currently xorpsh
cannot be used to show the information. In that case, theoppgpte system command should be used
instead (e.g., the UNIXet st at - gn command).

Theshow nf ea i nt erface command can be used to display information about MFEA IPterfaces:

Xor p> show nfea interface

Interface State Vi f/ Pi flndex Addr Fl ags

dcO upP 0/ 6 10.4.0.1 MULTI CAST BROADCAST KERN.UP
dc2 upP 1/8 10.3.0.2 MULTI CAST BROADCAST KERN.UP
registervif UP 2/6 10.4.0.1 PI MREG STER KERNLUP

Theshow nfea interface address command can be used to display information about MFEA IPv4
interface addresses:

Xor p> show nfea interface address

Interface Addr Subnet Br oadcast P2Paddr
dcO 10.4.0.1 10.4.0.0/ 24 10. 4. 0. 255 0.0.0.0
dc2 10.3.0.2 10.3.0.0/ 24 10. 3. 0. 255 0.0.0.0
registerwvif 10.4.0.1 10.4.0.1/32 10.4.0.1 0.0.0.0

The equivalent commands for IPv6 multicast forwarding are:

show nf ea6 dat af | ow
show nfeab interface

show nfea6 interface address
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Chapter 5

Unicast Routing

5.1 An Overview of Unicast Routing

To forward packets, a router maintains a forwarding tabl&wholds routes indicating which neighboring
router a packet for a particular destination should be foded to. At the minimum, a route then consists of
a destinatiorsubnetand anexthop The destination subnet is usually represented as a basiliPsa and

a prefix-length in bits. For example, the subh28. 16. 64. 0/ 24 has a prefix length of 24 bits, indicating
that the first 24 bits of this address identify the network urestion, and the last 8 bits identify hosts on
this subnet. Thus a route for this subnet would be used toai@hpackets for addresses 128.16.64.0 to
128.16.64.255 inclusive. The nexthop can be the IP addfessa&ighboring router, or it might indicate that
the route is for a subnet that is directly connected to thiseno

IP routers perforntiongest prefix matcforwarding. This means that a router might have more tharraute
that matches a destination address, and under such cienrest it will use the route that has the longest
prefix. For example, if a router has two routes:

e Subnet:128.16.0.0/16, nexthop:10.0.0.1

e Subnet:128.16.64.0/24, nexthop:10.0.0.2

A packet destined fot28.16.0.1 would match the first route only, and so would be forwarde@lt0.0.1.
However a packet destined fb28.16.64.1 would match both routes, and so would be forwardetbt0.0.2
because the second route has a longer prefix (24 is longef@)an

To be useful, a router needs to populate its forwarding tdbioes this in three ways:

¢ Routes for directly connected subnets are automaticatired into the forwarding table.

e Routes may be configured via the router’s configuration fileaosnmand line interface. Such routes
are known astatic routes Static routes will be discussed in Chapter 6.

e Routes may be learned from another router via a routing pobt&uch routes are known dgnamic
routes
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5.1.1 Dynamic Routing

Many different routing protocols can supply dynamic routBise dynamic routing protocols that are in most
common use are:

e Border Gateway Protocol (BGP) This is used for inter-domain routing.

Routing Information Protocol (RIP) . This is probably the simplest intra-domain routing proipc
and is often used on small networks.

Open Shortest Path First (OSPF) Used for intra-domain routing, often on large ISP networks

Integrated IS-IS. Used for intra-domain routing, often on large ISP netwofsnilar to OSPF.

IGRP: Used for intra-domain routing, typically in small to medisized networks. Cisco-proprietary.

Currently (April 2005), XORP supports BGP and RIP. We plaimplement OSPF and IS-IS shortly. Our
BGP implementation is discussed in Chapter 8 and our RIPemehtation is discussed in Chapter 7. In
addition, there are also multicast routing protocols, Whie will discuss in Chapter 9.

5.1.2 Administrative Distance

A router can run multiple routing protocols simultaneoushor example, we may use RIP to distribute
routes within our network, and BGP to learn external routessome situations this can lead to a router
learning the same route from more than one routing protdem .example, we might learn the two routes:

e Subnet: 128.16.64.0/24, nexthop: 192.150.187.1, learned from BGP via an external peering. AS
Path:123 567 987.

e Subnet:128.16.64.0/24, nexthop:10.0.0.2, learned from RIP with metric 13

The longest prefix match rule doesn’t help us because thepeefjths are the same, and the metric used
for RIP is not directly comparable against the AS path lemgtany other attribute attached to a BGP route.
How then do we decide which route to take?

A XORP router uses the conceptadministrative distancé determine which route wins. This concept is
the same as that used by Cisco routers. Basically each gquiiiocol has a configured “distance”, and if a
route is heard from two protocols, then the version with thaltest distance wins.

The built-in table of administative distances XORP uses is:

Directly connected subnets: 0
Static routes: 1
BGP, heard from external peer: 20
OSPF (when implemented): 110
IS-IS (when implemented): 115
RIP: 120
BGP, heard from internal peer: 200
FIB2MRIB routes (XORP-specific, in MRIB only): 254
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Hence, in the example above, the route learned from BGP witirefered.

Currently (April 2005), there is no way to modify these ddfaadministrative distances, but this capability
will be added soon.

5.1.3 Route Redistribution

A common requirement is to redistribute routes betweeringyirotocols. Some examples might be:

e When interconnecting some subnets that are staticallgdowith some subnets use RIP for dynamic
routing. Rather that configure the static routes and aduitip tell RIP to originate route adver-
tisements for the same subnets, it is simpler and less eromepo configure the router to simply
redistribute all the static routes into RIP.

e When a network uses RIP internally, and also uses BGP to péertive rest of the Internet. One
solution would be to configure BGP at the border routes tormaig route advertisements for the in-
ternal subnets, but if a new subnet is added internally, thetorder routers also need to be correctly
modified. Instead we can simply configure the border routersdistribute RIP routes into BGP.

Currently, XORP has an experimental policy mechanism thatva route redistribution. This feature will
be enabled in the next release.
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Chapter 6

Static Routes

6.1 Terminology and Concepts

A static route is a manually configured route. Static routélsnet automatically change if a link or neigh-
boring router fails. In general, static routes should ordyused for very simple network topologies, or to
override the behaviour of a dynamic routing protocol for abmumber of routes.

Static routes can be configured for IPv4 and IPv6. Each roamebe specified as to be used for unicast
forwarding, or as part of the multicast topology used by moat routing, or both.

The termRIB refers to the routerfouting Information BaseThis is the collection of all routes the router
has learned from its configuration or from its dynamic rogifimotocols. The RIB maintains separate collec-
tions of routes for IPv4 and IPv6. Within each of those cditets, the router also maintains separate route
tables for unicast routes and for multicast routes. Unioastes will be used to determine the forwarding
table used for unicast packet forwarding. Multicast rodi@sot directly determine the multicast forwarding
table, but instead are used by multicast routing protoastt s PIM. PIM uses this to determine the RPF
(Reverse-Path Forwarding) informatfoneeded to route multicast control information that in tuetssup
the multicast forwarding tree. The part of tRéB used to contain multicast topology information is called
the Multicast RIBor MRIB.

1The RPF information represents the path back to a source.
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6.2 Configuration of Static Routes

When a static route is specified, it is necessary to indicateonly thedestination subneand next-hop
router, but also whether the route should be placed in theaghRIB or in the MRIB or both.

6.2.1 Configuration Syntax

The syntax for defining static routes is shown below.

protocols {
static {

targetnane: text

di sabl e: bool

rout e4 IPv4-addy int(0..32) {
next - hop: IPv4-addr
metric: uint

}

nTi b-rout e4 IPv4-addv int(0..32) {
next - hop: IPv4-addr
metric: uint

}

rout e6 IPv6-addy int(0..128) {
next - hop: IPv6-addr
netric: uint

}

nTi b-rout e6 IPv6-addr int(0..128) {
next - hop: IPv6-addr
metric: uint

}

i nterface-route4 IPv4-addy int(0..32) {
next - hop-interface: text
next - hop-vi f: text
netric: uint

nrib-interface-route4 IPv4-addr int(0..32) {
next - hop-interface: text
next - hop-vi f: text
metric: uint

}

i nterface-route6 IPv6-addy int(0..128) {
next - hop-interface: text
next - hop-vi f: text
netric: uint

nrib-interface-route6 IPv6-addy int(0..128) {
next - hop-interface: text
next - hop-vi f: text
netric: uint
}
}

}

The configuration parameters are used as follows:

pr ot ocol s: this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that BGP configuration is under phet ocol s node in the configuration.
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st at i c: the delimits the part of the router configuration that iswedl to configuring static routes.

t ar get nane: this is the name for this instance of statmutes. It defaults tost ati c_rout es”, and it
is not recommended that this default is overridden undenabusage scenarios.

di sabl e: this takes the valuer ue or f al se, and determines whether any static routes are installed or
not 2. Setting it tot r ue has the same effect as deleting the whole static routes cwoafign, but
without losing what the old configuration actually was.

r out e4: this specifies an IPv4 unicast route to be installed in tH&. Rhe parameter is an IPv4 destina-
tion subnet expressed in the foaddress/prefix-length

Eachr out e4: specification takes the following mandatory attributes:

next - hop: this specifies the IPv4 address of the nexthop router tswitnel destination subnét

met ri c: this specifies the routing metric or cost for this route.sltinon-negative integer. The
metric for a static route is not directly used to decide wirighte to use, but may affect the
choice of routes for protocols such as BGP and PIM-SM thateoty use this information.
For example, BGP uses the IGP metric to the nexthop to deatleelen alternative routes as
part of its decision process. As with all routing metricsyéo values indicate better routes.

nT i b- r out e4: this specifies an IPv4 multicast route to be installed inMhtticast RIB. The parameter
is an IPv4 destination subnet expressed in the fadaress/prefix-lengthThis route will not directly
affect forwarding, but will be used by multicast routing fwcols such as PIM-SM to control how
multicast trees are formed.

An nti b-r out e4 specification takes the same attributes asa e4 specification.

r out e6: this specifies an IPv6 unicast route to be installed in tH&. Rhe parameter is an IPv6 destina-
tion subnet expressed in the foaddress/prefix-length

Eachr out e6: specification takes the following mandatory attributes:

next - hop: this specifies the IPv6 address of the nexthop router tasvituel destination subnet.
nmet ri c: this specifies the routing metric or cost for this route. Seet e4 netri c for details.

nT i b- r out e6: this specifies an IPv4 multicast route to be installed inMhitticast RIB. The parameter
is an IPv6 destination subnet expressed in the fadaress/prefix-lengthThis route will not directly
affect forwarding, but will be used by multicast routing forcols such as PIM-SM to control how
multicast trees are formed.

An nti b-r out e6 specification takes the same attributes asa e6 specification.

i nt er face-r out e4: this specifies an IPv4 unicast route to be installed in tH& Rhe parameter is an
IPv4 destination subnet expressed in the fawmhdress/prefix-lengthTypically, this specification will
be used in wireless environment to install static routesrevigis router and next-hop router don’t
share the same subnet address on some (wireless) interface.

Eachi nt er f ace- r out e4: specification takes the following mandatory attributes:

next - hop-i nt er f ace: this specifies the name of the nexthop interface towardsgeisénation
subnet.

2Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
®Note that prior to the XORP Release-1.1, tlext hop attribute was used instead méxt - hop.
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next - hop- vi f : this specifies the name of the nexthop vif towards the datsbin subnet.
nmet ri c: this specifies the routing metric or cost for this route. Seet e4 netri c for details.

Thenti b-i nt erface-rout e4 specification is same as theit er f ace- r out e4 specification, ex-
ceptthatitis used to configure IPv4 routes that are to balledtin the Multicast RIB. Thent er f ace- r out €6

andnri b-int erface-rout e6 specifications are also same, except that they are usedfiguenPv6
routes (in the Unicast and the Multicast RIB respectively).
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6.2.2 Example Configurations

protocols {
static {
route4 10.20.0.0/16 {
next - hop: 10.10. 10. 20
metric: 1

}

nrib-route4 10.20.0.0/16 {
next - hop: 10.10. 10. 30
netric: 1

}

route6 20:20:20:20::/64 {
next - hop: 10:10: 10: 10: 10: 10: 10: 20
metric: 1

nri b-route6 20:20:20:20::/64 {
next - hop: 10:10:10: 10: 10: 10: 10: 30
netric: 1

}

interface-route4 10.30.0.0/16 {
next-hop-interface: rl0
next-hop-vif: rl0
metric: 1

nrib-interface-route4 10.30.0.0/16 {
next-hop-interface: rll
next-hop-vif: rll
metric: 1

}

interface-route6 30:30:30:30::/64 {
next - hop-interface: rl0
next-hop-vif: rl0
netric: 1

}

nrib-interface-route6 30:30:30:30::/64 {
next-hop-interface: rll
next-hop-vif: rll
metric: 1

}

}
}

6.3 Monitoring Static Routes

IPv4 unicast static routes can be displayed using the comimmaow route tabl e ipv4 unicast
static:

Xor p> show route table ipv4 unicast static
Xor p> show route table ipv4 unicast static
Net wor k 192. 168. 0. 0/ 24

Next hop : = 192.150.187.1

Metric := 1 Protocol := static Interface := fxp0 Vif := fxp0
Net wor k 192. 168. 1. 0/ 24

Next hop : = 192.150. 187. 2

Metric := 1 Protocol := static Interface := fxp0 Vif := fxp0

Xor p>
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The information shown for each route not only indicates thafigured information (Network, Nexthop and
Metric), but also the interface and vif via which this rout#l forward packets.

If the nexthop is not actually reachable, the route will netdmown by this command because there is not
current interface or vif.

IPv6 unicast static routes can be displayed using the comimmhnw route tabl e i pv6 uni cast
static.

The Multicast RIB static routes can be displayed using timernandshow route tabl e ipv4 nmul ticast
stati c andshow route table ipv6e nulticast static forlPv4 and IPv6 respectively.
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Chapter 7

RIP and RIPng

7.1 Terminology and Concepts

The Routing Information Protocol (RIP) is the simplest @sicrouting protocol in widespread use today.
RIP is very simple, both in configuration and protocol desigm it is widely used in simple topologies.
However, RIP does not scale well to larger networks, wherBlO& 1S-1S might be more appropriate.

There have been two versions of the RIP protocol. RIP versidates back to the early days of the Internet.
It is now historic, primarily because it does not supporsslass addressing which is necessary in today’s
Internet. XORP does not support RIPv1.

RIP version 2 introduces a subnet mask, which allows clesskeldressing. XORP completely supports
RIPv2, as specified in RFC 2453.

RIPng introduces IPv6 support. It is very similar to RIPv@at for IPv6 instead of IPv4.

RIP is a distance vector protocol, which means that when groaceives a route from a neighbour, that
route comes with a distance metric indicating the cost @stsat with reaching the destination via that

neighbor. The router adds its metric for the link on which tbate was received to the metric in the

received route, and then compares the route against itsntusest path to that destination. If the metric

is lower, or if there is no current route to the destinatidrent the new route wins, and is installed in the
router’s routing table. If the route is simply an update @& pvevious best route, then the stored metric is
updated, and the route’s deletion timer is restarted. @fiserthe route is ignored. Periodically, the router’s

routing table is sent to each of it's neighbors. Additiopaifl a route changes, then the new route is sent to
each neighbor.

On reason why RIP is not good for large networks is that in derpologies it is rather slow to conclude
that a route is no longer usable. This is because routers ao@Wwill learn a route from each other all
the way around the loop, and so when a destination becomeagivable, the routing change will have to
propagate around the loop multiple times, increasing theicneach time until the metric reaches infinity,
when the route is finally removed. RIP uses a low value of 15fasty to reduce the time it takes to remove
old information.

A simple case of such a loop is two routers talking to eachrothier a destination becomes unreachable,
two routers may each believe the other has the best r@ui. horizonis a scheme for avoiding problems
caused by including routes in updates sent to the router mbich they were learned. Thample split

59



horizonscheme omits routes learned from one neighbor in updatéscstrat neighborSplit horizon with
poisoned reversicludes such routes in updates, but sets their metricditotyn In general, it is advisable
to use split-horizon with poisoned reverse when using RIfhia significantly speeds convergence in many
scenarios.

7.1.1 Standards Supported

XORP RIP complies with the following standards:

RFC 2453 RIP version 2.
RFC 2080 RIPng for IPv6.
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7.2 Configuring RIP

To run RIP it is sufficient to specify the set of interface$s and addressesift er f ace, vi f andaddr ess)
on which RIP is enabled. Eacudr ess to be used by RIP must be explicitly configured, and typically

metric will also be configured.

In addition, to originate routes via RIP, it is necessaryde theexport command to export routes from
the router’s routing table via RIP. At present, the configjorafor route export is coarse-grain, allowing
all routes originating from a particular routing “protottd be exported. For example, to export routes for
directly connected interfaces, the directivxport connect ed” would be used.

Note that this mechanism for originating routes is temporay. In the next release it will be replaced
by a more generic policy framework. Unfortunately, the samekeyword export will be used but with

different syntax.

7.2.1 Configuration Syntax

protocols {
rip {
target name text
export text {
netric: int
tag: int
}
interface text {
vif text {
address IPv4 {
metric: uint
hori zon: text
di sabl e: bool
passi ve: bool
accept-non-rip-requests: bool
accept - defaul t-route: bool
rout e-expiry-secs: uint
rout e-del eti on-secs: uint
triggered-update-m n-secs: uint
triggered-updat e- max- secs: uint
t abl e- announce- m n-secs: uint
t abl e- announce- max- secs: uint
tabl e-request - secs: uint
i nt er packet - del ay- nsecs: uint
aut hentication {
type: text
password: text

pr ot ocol s: this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that RIP configuration is under thet ocol s node in the configuration.

ri p: this delimits the RIP configuration part of the XORP routenfiguration.

t ar get nane: this is the name for this instance of RIP. It defaults td §”, and it is not recommended
that this default is overridden under normal usage scemario
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expor t : this directive specifies an export rule. Routes matchiegettport rule will be exported from the
routing table via RIP to the outside world. Theport directive takes a parameter indicating which
routes are to be exported via RIP. Valid values amnhect ed” indicating directly connected subnets
should be advertised via RIBt‘at i ¢” indicating configured static routes should be re-advedigia
RIP, and bgp” indicating all BGP routes should be re-advertised via R&advertising BGP routes
is not advised unless the router has oniyeay limited BGP routing table.

Each export statement can take the following parameters:

nmet ri c: this specifies the metric RIP should advertise for thesemag subnets. It takes an integer
value between 1 and 15. Note that 15 is regarded as infinigrasfRIP is concerned. The sum
of all the metrics across the entire RIP domain should betless 15.

t ag: this specifies the RIP tag should should advertise for tleegperted subnets. Tags can be
used to distinguish between routes from different origim@mwdoing policy filtering at routers
receiving these routes. If specified, the tag must be anentegtween 0 and 65535.

i nt erface: this specifies a network interface that should be used byf&ilPouting. See Chapter 3
for details of interfaces. The interface must be configurethei nt er f aces part of the router
configuration.

Each interface can have multiple vifs configured:
vi f : this specifies a vif that should be used by RIP for routinge Skapter 3 for details of vifs.

addr ess: this specifies an IPv4 address that should be used by RIBudting. RIP will peer with other
routers on this nt er f ace/ vi f using thisaddr ess. The address must be a valid configured address
for this vif.

The parameters that can be specified for each address are:

nmet ri c: this specifies the metric or cost associated with routesived on this vif/faddress. The
metric is added to the cost in routes received before degidaiween best routes to the same
destination subnetoet ri ¢ should be an integer between 1 and 15. Note that 15 is regarded
as infinity as far as RIP is concerned. The sum of all the nsea@oss the entire RIP domain
should be less than 15.

hori zon: this specifies how RIP deals with eliminating routes quicifter a path has failed.
Possible values arespl it - hori zon- poi son-reverse”, “split-horizon”, and “none”.
The default isspl i t - hori zon- poi son- r ever se and under normal circumstances should be

left unchanged.

di sabl e: this takes the valuer ue or f al se, and determines whether RIP will exchange routes
via this vif/addres$. Setting this ta r ue allows routes received via an address to be temporarily
removed without deleting the configuration. The defaultasse.

passi ve: this takes the valuer ue orf al se, and determines whether RIP runs in passive mode
on this address. In passive mode, RIP will accept routesvest®n this address, but will not
advertise any routes to neighbors via this address. Theltded al se.

accept - non-ri p-request s: this takes the valuer ue or f al se. Normal RIPv2 requests
for routing updates are multicast to all neighbors and smifrom the RIP port. However for
monitoring purposes RIP also allows requests to be uniaastthen they can be sourced from
non-RIP ports. When this optionts ue, RIP will accept RIP requests from any UDP port. The
default ist r ue.

"Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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accept-defaul t-route: this takes the valuerue or f al se, and indicates whether RIP
should accept a default route if it receives one from a RIBhi®r. The default ifal se.

rout e- expi ry-secs: If no periodic or triggered update of a route from this néighhas been
received for this time interval, the route is considered deehexpired. The default is 180 sec-
onds, and should not normally need to be changed.

rout e- del eti on- secs: After a route has expired (the route has an infinite metacjouter
must keep a copy of it for a certain time so it can have a reddpeanfidence that it has told its
neighbors that the route has expired. This time intervarda@hes how long the router maintains
expired routes after their metric has reached infinity. Téfadlt is 120 seconds, and should not
normally need to be changed.

triggered-updat e- mi n- secs: When a router receives a modified route from a neighbor, it
does not have to wait until the next periodic update to teldther neighbors, but instead sends
a triggered update. After a triggered update is sent, a tisnggt for a random interval between
tri gger ed- updat e- i n- secs andt ri gger ed- updat e- max- secs. If other changes oc-
cur that would trigger updates before the timer expiresnglsiupdate is triggered when the
timer expires. The default value of i gger ed- updat e- i n- secs is 1 second, and should
not normally need to be changed.

triggered-updat e- max- secs: Seetri gger ed- updat e- mi n- secs for details. The de-
fault is 5 seconds, and should not normally need to be changed

t abl e- announce- m n-secs: A RIP router will typically tell its neighbours its entir@uting
table every 30 seconds. To avoid self-synchronization wifimg updates, the precise time inter-
val between telling each neighbor about routing updatesnidomly jittered, with the delay cho-
sen uniformly at random betweenbl e- announce- ni n- secs andt abl e- announce- max- secs.
The default fort abl e- announce- ni n- secs is 25 seconds, and should not normally need to
be changed.

t abl e- announce- max- secs: Seet abl e- announce- ni n- secs for details. The default is
35 seconds, and should not normally need to be changed.

t abl e- request - secs: When a RIP router has no neighbors on a vif/address, it magdgeally
send a request for a route update in case a neighbor appdasstiriier determines how often
such a request is re-sent. The default value is 1 second.

i nt er packet - del ay- nsecs: This specifies the default delay between back-to-back RtRp
ets when an update is sent that requires multiple packets semt. The default is 50 millisec-
onds, and should not normally need to be changed.

aut hent i cati on: This directive specifies the authentication mechanisnd tise@uthorise RIP
updates sent and received via this vif/faddress.

The two parameters used for authentication are:

t ype: this specifies the type of authentication to be used. Valides arefione”, “pl ai nt ext ”,
and ‘nmd5”. Plaintext authentication includes an unencrypted pasgun every RIP update
packet. MD5 authentication includes a keyed MD5 digest ergRIP update packet, and
is rather more secure than plaintext.

passwor d: this specifies the password used for plaintext or md5 atittation on this vif/address.

7.3 Configuring RIPng

The configuration for RIP is basically the same as for RIF)wito exceptions:
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e The addresses are IPv6 addresses with RIPng whereas thH&ywéraddresses with RIPv2.

e Theaut henti cat i on directive is not available in RIPng, because RFC 2081 doespexify au-
thentication for RIPng.

7.3.1 Example Configurations

protocols {
rip {
/* Redistribute routes for connected interfaces */
export connected {
metric: O
tag: O

/* Redistribute static routes */
export static {
netric: 1
tag: O
}
/* Run on specified network interface addresses */
interface dcO0 {
vif dcO {
address 10.10.10.10 {
di sabl e: fal se

In the above configuration, RIP is configured to export rotweslirectly connected subnets and for routes
that are statically configured. The RIP metric advertisecbisfigured to be 0 for connected subnets and 1
for static routes.

RIP is configured on only one interface/vifq0/ dc0), with address 10.10.10.10. This router will send and
receive routes from any RIP neighbors that it discovers ahvif/address.
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7.4 Monitoring RIP

RIP routes can be monitored using the operational mode cowtma

show route table ipv4 unicast rip.

For each subnet, the nexthop router, the RIP metric, andntieeface/vif to reach the nexthop route are
shown.

Xor p> show route table ipv4 unicast rip
Net work 172.16.0.0/24

Next hop := 172.16.0.1

Metric := 1 Protocol :=rip Interface := dcO Vif := dcO
Network 172.16.1.0/24

Next hop := 172.16.1.1

Metric := 1 Protocol :=rip Interface := dcl Vif := dcl
Network 172.16. 2.0/ 24

Nexthop := 172.16.2.1

Metric := 1 Protocol :=rip Interface := dc2 Vif := dc2
Network 172.16. 3.0/ 24

Next hop := 172.16.3.1

Metric := 1 Protocol :=rip Interface := dc3 Vif := dc3
Net wor k 192. 150. 187. 0/ 25

Next hop : = 192. 150. 187. 112

Metric := 1 Protocol :=rip Interface := fxp0 Vif := fxp0

The operational command for monitoring the IPv6 unicastaeisshow rout e tabl e i pv6 uni cast
ri p. The operational commands for monitoring the MRIB routesaow rout e tabl e i pv4 nmul ticast
ri pandshow route table ipv6é nulticast ripforlPv4 and IPv6 respectively.
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Chapter 8

BGP

8.1 BGP Terminology and Concepts

BGP is the Border Gateway Protocol, which is the princip&itomain routing protocol in the Internet.

BGP version 4 is specified in RFC 1771. However, RFC 1771 iglgtto be replaced by a much improved
newer RFC, and XORP BGP is compliant with the new RFC. Eavigesions of BGP are now considered
historic. XORP implements what is known as BGP4+. This isdbee BGP-4 protocol, plus the multi-

protocol extensions needed to route IPv6 traffic and to geogeparate topology information for multicast
routing protocols to that used for unicast routing.

A complete description of BGP is outside the scope of thisumhrbut we will mention a few of the main
concepts.

8.1.1 KeyBGP Concepts

The main concept used in BGP is that of the Autonomous Syste®S for short. An AS corresponds to
a routing domain that is under one administrative authoaitygl which implements its own routing policies.
BGP is used in two different ways:

e EBGP is used to exchange routing information between rsuiet are in different ASes.

e IBGP is used to exchange routing information between reuteat are in the same AS. Typically
these routes were originally learned from EBGP.

Each BGP route carries with itan AS Path, which essentiatiprds the autonomous systems through which
the route has passed between the AS where the route wasatisigidvertised and the current AS. When a
BGP router passes a route to a router in a neighboring ASejtguds its own AS number to the AS path.
The AS path is used to prevent routes from looping, and alsdeaused in policy filters to decide whether
or not to accept a route.

When a route reaches a router over an EBGP connection, ther fat decides if this is the best path to the
destination, based on a complex decision process and loligy gonfiguration. If the route is the best path,
the route is passed on to all the other BGP routers in the samaid using IBGP connections, as well as
on to all the EBGP peers (as allowed by policy).
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When a router receives a route from an IBGP peer, if the ralgerdes this route is the best route to the
destination, then it will pass the route on to its EBGP peleus,it will not normally pass the route onto

another IBGP peer. This prevents routing information lagpwithin the AS, but it means that by default
every BGP router in a domain must be peered with every othd? B@ter in the domain.

Of course such a full mesh of configured BGP peerings doescate svell to large domains, so two tech-
nigues can be used to improve scaling:

e Confederations.
¢ Route Reflectors.
As of the 1.0 release, XORP BGP does not support confedesatand does not support being used as a

route reflector, although it can be used as a route reflegntciThis capability will be added soon.

BGP peerings are conducted over TCP connections which reustinually configured. A connection is an
IBGP peering if both routers are configured to be in the sameo#{terwise it is an EBGP peering.

Routers typically have multiple IP addresses, with at least for each interface, and often an additional
routable IP address associated with the loopback intérfadthen configuring an IBGP connection, it is
good practice to set up the peering to be between the IP addres the loopback interfaces. This makes
the connection independent of the state of any particutarface. However, most EBGP peerings will be
configured using the IP address of the router that is directhynected to the EBGP peer router. Thus if the
interface to that peer goes down, the peering session wil@b down, causing the routing to correctly fail
over to an alternative path.

8.2 Standards

XORP BGP complies with the following standards:

draft-ietf-idr-bgp4-22.ixt : BGP-4 Specification (obsoletes RFC 1771)

RFC 1657 Definitions of Managed Objects for the Fourth Version of Bweder Gateway Protocol (BGP-
4) using SMIv2.

RFC 2858 Multiprotocol Extensions for BGP-4.

RFC 2545 Use of BGP-4 Multiprotocol Extensions for IPv6 Inter-Dom&outing.
We also have limited support for:

RFC 1997 BGP Communities Attribute.

INote: 127.0.0.1 isotroutable.
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8.3 Configuring BGP

8.3.1 Configuration Syntax

The configuration syntax for XORP BGP is given below.

protocols {

bgp {
tar get nane: text
bgp-id: IPv4

| ocal -as: int(1..65535)

peer text {
| ocal -ip: IPv4
as: int(1..65535)
next - hop: IPv4
| ocal - port: int(1..65535)
peer-port: int(1..65535)
hol dti me: uint
di sabl e: bool
i pv4-uni cast: bool
i pv4-nul ticast: bool
i pv6-uni cast: bool
i pv6-nul ti cast: bool

}

net wor k4 IPv4/ int(1..32) {
next - hop: IPv4
uni cast: bool
mul ticast: bool

}

net wor k6 IPve int(1..128) {
next - hop: IPv6
uni cast: bool
nmul ticast: bool

}

The configuration parameters are used as follows:

pr ot ocol s: this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that BGP configuration is under ph@t ocol s node in the configuration.

bgp: this delimits the BGP configuration part of the XORP routenfeguration.

t ar get nane: this is the name for this instance of BGP. It defaultskigp”, and it is not recommended
that this default is overridden under normal usage scemario

bgp-i d: this is the BGP identifier for the BGP instance on this rauteis typically set to one of the
router’'s IP addresses, and it is normally required thatithigobally unique. The required format of
the BGP ID is a dotted-decimal IPv4 address, as mandatedeld @ specification. This is required

even if the router only supports IPv6 forwarding.

| ocal - as: this is the autonomous system number for the AS in whichrthiser resides. Any peers of
this router must be configured to know this AS number - if ther@ mismatch, a peering will not be

established. It is a 16-bit integer.

69



peer : this delimits the configuration of a BGP peering assoamtidith another router. Most BGP routers
will have multiple peerings configured. Tipeer directive takes a parameter which is the peer iden-
tifier for the peer router. This peer identifier should notgnbe the IPv4 unicast address of the router
we are peering with. The syntax allows it to be the domain rsaofi¢he peer router for convenience,
but this isnotrecommended in production settings.

For IBGP peerings the peer identifier will normally be an Ilr@ds bound to the router’'s loopback
address, so it is not associated with a specific interfacaning that the peering will not go down if
a single internal interface fails.

For EBGP peerings, the peer identifier will normally be theatRiress of the peer router on the
interface over which we wish to exchange traffic, so thatéf ititerface goes down, the peering will
drop.

For each configuredeer , the following configuration options can be specified:

| ocal -i p: This is the IP address of this router that we will use for B@Rrections to this peer.
It is mandatory to specify, and must be the same as the IP sgldomfigured on the peer router
for this peering.

as: this gives the AS number of this peer. This must match the i8ber that the peer itself ad-
vertises to us, or the BGP peering will not be established.dt16-bit integer, and is mandatory
to specify.

next - hop: this is the IPv4 address that will be sent as the nexthograddress in routes that we
send to this peer. Typically this is only specified for EBGRno®ys.

next - hop6: this is the IPv6 address that will be sent as the nexthoperaddress in routes that
we send to this peer. Typically this is only specified for EB&erings.

| ocal - port: by default, BGP establishes its BGP connections over a TébiRexction between
port 179 on the local router and port 179 on the remote roulée local port for this peer-
ing can be changed by modifying this attribute. This musthsedame as the corresponding
r enot e- port on the remote peer router or a connection will not be estadiis

peer - port: The port for this peering on the remote router can be chamygechodifying this
attribute. See alsd:ocal - port.

hol dt i me: This is the holdtime BGP should use when negotiating theneotion with this peer.
If no message is received from a BGP peer during the negdtraidtime, the peering will be
shut down.

di sabl e: This takes the valuer ue orf al se, and indicates whether the peering is currently dis-
abled. This allows a peering to be taken down temporarilieuit removing the configuratich

i pv4-uni cast : This takes the valuer ue orf al se, and specifies whether BGP should negotiate
multiprotocol support with this peer to allow IPv4 unicagttes to be exchanged. It is enabled
by default.

i pv4- mul ti cast: This takes the valuer ue orf al se, and specifies whether BGP should nego-
tiate multiprotocol support with this peer to allow sepanaiutes to be used for IPv4 unicast and
IPv4 multicast. Normally this would only be enabled if PIMASnulticast routing is running on
the router.

i pv6- uni cast : This takes the valuer ue orf al se, and specifies whether BGP should negotiate
multiprotocol support with this peer to allow IPv6 unicastites to be exchanged.

“Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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i pv6- mul ti cast: This takes the valuer ue orf al se, and specifies whether BGP should nego-
tiate multiprotocol support with this peer to allow IPv6 ricést routes to be exchanged sepa-
rately from IPv6 unicast routes. It is possible to enablebiRwlticast support without enabling
IPv6 unicast support.

net wor k4: this specifies an IPv4 route to be advertised into the BGBEguoriginating from this router.
The parameter is an IPv4 subnet in the formddress/prefix-lengthFor examplel0. 0. 0. 0/ 24.

next - hop: this is the IPv4 address of the next-hop router to be useddP Bdvertisements for
this route. Typically it will be one of the router’s IP addses.

uni cast : this takes the valuer ue orf al se and specifies whether this route should be advertised
to be used to route unicast packets.

mul ti cast : this takes the valuer ue or f al se and specifies whether this route should be ad-
vertised to be used to route multicast packets. Eitimércast ormul ti cast or both must be
true.

net wor k6: this specifies an IPv6 route to be advertised into the BGEnguoriginating from this router.
The parameter is an IPv6 subnet in the foremddress/prefix-lengthFor examplel0: 0: 0: 10: : / 64.

8.3.2 Example Configurations

protocols {
bgp {
bgp-id: 128.16.32.1
| ocal -as: 45678

peer 192.168.150.1 {
| ocal -ip: 128.16.64.4
as: 34567
next - hop: 128.16.64.4
hol dtime: 120

/* 1Pv4 unicast is enabled by default */
i pv4-uni cast: true

/* Optionally enabl e other AFI/SAFI conbinations */
i pv4-nmul ticast: true

i pv6-uni cast: true

i pv6-nul ticast: true

}

/* Originate | Pv4 Routes */
networ k4 128. 16. 16/ 24 {
next - hop: 128.16.64.1
uni cast: true
mul ticast: true

}

/* Originate | Pv6 Routes */
networ k6 10:10: 10: 10::/64 {
next - hop: 10:10:10: 10: 10: 10: 10: 10
uni cast: true
nul ticast: false

}
}

}
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This configuration is from a BGP router in AS 45678. The rottes a BGP identifier of 128.16.32.1, which
will normally be one of the router’s IP addresses.

This router has only one BGP peering configured, with a pedPamddress 192.168.150.1. This peering
is an EBGP connection because the peer is in a different AD6{B34 This router’s IP address used for this
peering is 128.16.64.4, and the router is also configuredtttihhne next hop router field in routes it advertises
to the peerto be 128.16.64.4. Setting local-ip and nexttbdye the same is common for EBGP connections.
The holdtime for the peering is configured to be 120 secongdshle precise value of the holdtime actually

used depends on negotiation with the peer. In addition td lhicast routing, which is enabled by default,

this peering is configured to allow the sending an receivin@wo4 multicast routes and IPv6 unicast routes.

This router is also configured tariginate routing advertisements for two subnets. These subnetstingh
directly connected, or might be reachable via IGP routing.

The first advertisement this router originates is for suldi8.16.16/24, reachable via both unicast and
multicast. The nexthop specified in 128.16.64.1, and thistrbe reachable via other routes in the routing
table, or this advertisement will not be made. If this rodtad any IBGP peerings, then the BGP route
advertised to those peers would indicate that 128.16.M8&%4eachable via next hop 128.16.64.1. However
in this case the only peering is an EBGP peering, and the raxirhall routes sent to that peer is set to
128.16.64.4 according to tmext hop directive for the peering.

The second advertisement is for an IPv6 route, configuree teshble only by IPv6 unicast traffic.
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8.4 Monitoring BGP

On a router running BGP, the BGP routing state can be disglageng theshow bgp operational-mode
command. Information is available about the status of BGIipgs and about the routes received and used.
In the 1.0 release, the set of commands is fairly limited, witidoe increased in future releases to provide
better ways to display subsets of this information.

As always, command completion usirgrAB > or ? will display the available sub-commands and parame-
ters:

Xor p> show bgp ?
Possi bl e conpl eti ons:

<[Enter]> Execute this command
peers Show BGP peers info
routes Print BGP routes

| Pi pe through a command

Theshow bgp peers command will display information about the BGP peerings tteve been config-
ured. It supports the optional paramedet ai | to give a lot more information:

Xor p> show bgp peers ?

Possi bl e conpl eti ons:
<[Enter]> Execute this command
det ai | Show detai |l ed BGP peers info
| Pi pe through a command

By itself, show bgp peer s provides a short list of the peerings that are configuredsjrective of whether
the peering is in established state or not:

Xor p> show bgp peers

Peer 1: local 192.150.187.112/179 renote 69.110. 224. 158/ 179
Peer 2: local 192.150.187.112/179 renote 192.150.187.2/179
Peer 3: local 192.150.187.112/179 renote 192.150.187.78/179
Peer 4: local 192.150.187.112/179 renote 192. 150. 187. 79/ 179
Peer 5: local 192.150.187.112/179 renpte 192.150. 187. 109/ 179
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The commandhow bgp peers detail will give a large amount of information about all the peegng

Xor p> show bgp peers det ai
Peer 1: local 192.150.187.112/179 renote 69. 110. 224. 158/ 179
Peer I D: none
Peer State: ACTIVE
Admin State: START
Negoti ated BGP Version: n/a
Peer AS Nunber: 65014
Updat es Received: 0, Updates Sent: O
Messages Received: 0, Messages Sent: 0
Time since |last received update: n/a
Nunber of transitions to ESTABLI SHED: O
Time since |ast in ESTABLISHED state: n/a
Retry Interval: 120 seconds
Hold Tine: n/a, Keep Alive Tinme: n/a
Configured Hold Tine: 120 seconds, Configured Keep Alive Tine: 40 seconds
M ni mum AS Origination Interval: 0 seconds
M ni mum Route Advertisenment Interval: O seconds

Peer 2: local 192.150.187.112/179 renpote 192.150. 187.2/179
Peer 1D 192.150.187.2
Peer State: ESTABLI SHED
Admin State: START
Negot i ated BGP Version: 4
Peer AS Nunber: 64999
Updat es Recei ved: 52786, Updates Sent: 28
Messages Received: 52949, Messages Sent: 189
Time since |ast received update: 2 seconds
Nurmber of transitions to ESTABLI SHED: 17
Time since |last entering ESTABLI SHED state: 6478 seconds
Retry Interval: 120 seconds
Hol d Tine: 120 seconds, Keep Alive Tine: 40 seconds
Configured Hold Tinme: 120 seconds, Configured Keep Alive Tine: 40 seconds
M ni mum AS Origination Interval: 0 seconds
M ni num Rout e Advertisement Interval: 0 seconds

The most important piece of information is typically whetle not the peering is in ESTABLISHED state,
indicating that the peering is up and capable of exchanginges. ACTIVE state means that the peering
is configured to be up on this router, but for some reason teerneis not currently up. Typically this is
because the remote peer is unreachable, or because no B&R&s running on the remote peer.
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Theshow bgp rout es command displays the routes received by BGP from its peansa @uter with a
full BGP routing table (140000 routes as of July 2004) thisiowand will produce a large amount of output:

Xor p> show bgp routes
Status Codes: * valid route, > best route
Oigin Codes: i IGP, e EGP, ? inconplete
Prefix Next hop Peer AS Pat h
*> 3.0.0.0/8 192.150.187.2  192.150.187.2 16694 25 2152 3356 7018 80
*> 4,17.225.0/24 192.150.187.2 192.150.187.2 16694 25 2152 11423 209 701 11853 6496
*> 4,17.226.0/23 192.150.187.2 192.150.187.2 16694 25 2152 11423 209 701 11853 6496
*> 4,17.251.0/24 192.150.187.2 192.150.187.2 16694 25 2152 11423 209 701 11853 6496
*> 4,17.252.0/23 192.150.187.2 192.150.187.2 16694 25 2152 11423 209 701 11853 6496
*> 4,21.252.0/23 192.150.187.2 192.150.187.2 16694 25 2152 11423 209 701 6389 8063 19198
*> 4,.23.180.0/24  192.150.187.2 192.150.187.2 16694 25 2152 11423 209 3561 6128 30576
*> 4.36.200.0/21 192.150.187.2 192.150.187.2 16694 25 2152 174 3561 14742 11854 14135
*> 4.78.0.0/21 192.150.187.2 192.150.187.2 16694 25 2152 11423 209 3561 6347 23071 22938
*> 4.78.32.0/21 192.150.187.2  192.150.187.2 16694 25 2152 174 3491 29748
*> 4.0.0.0/8 192.150.187.2  192.150.187.2 16694 25 2152 3356

The format of the output is one route per line. On each line:

e A status code is displayed, showing whether the route igl valid whether it was the best BGP route

this router has received. A route is valid if the nexthop &cteble and it isn't filtered by the inbound
BGP filters.

The network prefix for which the route applies is listed inthen 4. 17. 226. 0/ 23. This indicates
the base address for the network (addeests7. 226. 0), and the prefix length2@ bits). Thus this
route applies for addressés17. 226. 0 to 4. 17. 227. 255 inclusive.

The nexthop is the IP address of the intermediate routerttswahich packet destined for the network
prefix should be sent. In this example all the displayed wh#ve the same nexthop.

The peer is the IP address of the BGP router which sent usdhbte.r The nexthop and the peer
need not the the same (they often aren’t with IBGP peeringeXample) but in all the routes in this
example they are the same.

The AS path is listed next. This lists the AS numbers of themamous systems that the route has
traversed to reach our router. The AS at the left end of thie isahe one nearest to our router and the
one at the right end of the path is usually the AS number ofdléefs originator.

Finally, whether the route’s origin is from an IGP)( from EGP &, mostly obsolete), or incomplete
(?) is listed.

8.4.1 BGP MIB

XORP includes SNMP support for BGP, though the BGP-4 MIB agfim RFC 1657.
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Chapter 9

Multicast Routing

9.1 An Overview of Multicast Routing

IP Multicast is a technology that allows one-to-many and yaaamany distribution of data on the Internet.
Senders send their data to a multicast IP destination agldnaesd receives express an interest in receiving
traffic destined for such an address. The network then figouediow to get the data from senders to
receivers.

If both the sender and receiver for a multicast group are eséime local broadcast subnet, then the routers
do not need to be involved in the process, and communicasintiake place directly. If, however, the sender
and receiver are on different subnets, then a multicastnguyirotocol needs to be involved in setting up
multicast forwarding state on the tree between the sendethareceivers.

9.1.1 Multicast Routing

Broadly speaking, there are two different types of multicasting protocols:

e Dense-mode protocols, where traffic from a new multicastcis delivered to all possible receivers,
and then subnets where there are no members request to leel firoim the distribution tree.

e Sparse-mode protocols, where explicit control messagassad to ensure that traffic is only delivered
to the subnets where there are receivers that requesteckivadt.

Examples of dense-mode protocols BiMRPandPIM Dense ModeExamples of sparse-mode protocols
are PIM Sparse Mode, CBT, and MOSPF. Most of these protocel&aegely historic at this time, with the
exception of PIM Sparse Mode (PIM-SM) and PIM Dense Mode (fIM), and even PIM-DM is not very
widely used.

In addition to the routing protocols used to set up forwagditate between subnets, a way is needed for the
routers to discover that there are local receivers on attlirattached subnet. For IPv4 this role is served by
the Internet Group Management Protocol (IGMP) and for IPW$ tole is served by the Multicast Listener
Discovery protocol (MLD).
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9.1.2 Service Models: ASM vs SSM
There are two different models for IP multicast:

e Any Source Multicast (ASM), in which a receiver joins a meést group, and receives traffic from
any senders that send to that group.

e Source-Specific Multicast (SSM), in which a receiver exgiligoins to a (source, group) pairing.

Traditionally IP multicast used the ASM model, but probledeploying inter-domain IP multicast resulted
in the much simpler SSM model being proposed. In the futueeliikely that ASM will continue to be used
within intranets and enterprises, but SSM will be used whaliicast is used inter-domain. The two models
are compatible, and PIM-SM can be used as a multicast roptioigcol for both. The principal difference
is that ASM only requires IGMPv2 or MLDv1, whereas SSM regsaitGMPv3 or MLDv2 to permit the
receivers to specify the address of the sending host.

9.1.3 Multicast Addresses

For IPv4, multicast addresses are in the range 224.0.0.83225.255.255 inclusive. Addresses within
224.0.0.0/24 are considered link-local and should not lbedoded between subnets. Addresses within
232.0.0.0/8 are reserved for SSM usage. Addresses in 239®are ASM addresses defined for varying
sizes of limited scope.

IPv6 multicast addresses are a little more complex. IPv@icast addresses start with the prefix, and
have the following format:

| 8 | 4] 4] 112 bits |
R e e +

| 11111111|fl gs| scop| group ID |
Hom e m - - - T +

e 11111111 (ff in hexadecimal) at the start of the address identifies theeaddas being a multicast
address.

e flgsis a set of 4 flags:

R
| 0] O] O] T|
e s

The high-order 3 flags are reserved, and must be initialiaéd t

T = 0 indicates a permanently-assigned (“well-known”) nualit address, assigned by the global
internet numbering authority.

T = 1 indicates a non-permanently-assigned (“transient”ficast address.

e scopis a 4-bit multicast scope value used to limit the scope ofitiaéticast group. The values in hex
are:

1 node-local scope
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2 link-local scope

5 site-local scope

8 organization-local scope
E global scope

e group IDidentifies the multicast group, either permanent or tramsigithin the given scope.

RFC 2373 gives more details about IPv6 multicast addresses.

9.2 Supported Protocols

XORP supports the following multicast protocols:

e PIM Sparse Mode for both ASM and SSM multicast routing for4Pv
e PIM Sparse Mode for both ASM and SSM multicast routing foraPv
e IGMPv1 and IGMPvV2 for IPv4 local multicast membership.

e MLDv1 for IPv6 local multicast membership.

XORP does not yet support IGMPv3 and MLDv2, but plans to doosams
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Chapter 10

IGMP and MLD

10.1 Terminology and Concepts

When a receiver joins a multicast group, the multicast msuserving that receiver’s subnet need to know
that the receiver has joined so that they can arrange foicastttraffic destined for that group to reach this
subnet. The Internet Group Management Protocol (IGMP) iskalbcal protocol for IPv4 that communi-
cates this information between receivers and routers. &amesole for IPv6 is performed by the Multicast
Listener Discovery protocol (MLD).

The basic IGMP mechanism works as follows. When a multicasgiver joins a multicast group it mul-
ticasts an IGMP Join message onto the subnet on which itningpi The local routers receive this join,
and cause multicast traffic destined for the group to reaishstibnet. Periodically one of the local routers
sends a IGMP Query message onto the subnet. If there areplauttulticast routers on the subnet, then
one of them is elected as the sole querier for that subnetslonse to an IGMP query, receivers respond
by refreshing their IGMP Join. If the join is not refreshed-@sponse to queries, then the state is removed,
and multicast traffic for this group ceases to reach thissubn

There are three different versions of IGMP:

¢ IGMP version 1 functions as described above.

e IGMP version 2 adds support for IGMP Leave messages to allstiéave from a multicast group.

e IGMP version 3 adds support for source include and excludg, lio allow a receiver in indicate that
it only wants to hear traffic from certain sources, or not rezéaffic from certain sources.

Currently XORP supports IGMPv1 and IGMPv2.

MLD for IPv6 functions in basically the same way as IGMP. Thedtionality of MLDv1 corresponds with
that of IGMPv2, and the functionality of MLDv2 correspondgiwthat of IGMPv3.

Currently XORP supports MLDv1.
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10.2 Standards

XORP complies with the following standards for multicasbgp membership:

RFC 2236 Internet Group Management Protocol, Version 2
RFC 1112 Host extensions for IP multicasting.

RFC 2710 Multicast Listener Discovery (MLD) for IPv6.

10.3 Configuring IGMP and MLD

IGMP and MLD only require the interfaces/vifs to be configlitkat are intended to have multicast listeners.

10.3.1 Configuration Syntax

protocols {
ignp {

target nane: text

di sabl e: bool

interface text {
vif text {

di sabl e: bool

}

}

traceoptions {
flag all {
di sabl e: bool
}
}
}
}

protocols {
md {
target nane: text
di sabl e: bool
interface text {
vif text {
di sabl e: bool

}
}

traceoptions {
flag all {
di sabl e: bool
}
}
}
}

pr ot ocol s: this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that IGMP configuration is under theot ocol s node in the configuration.

i gnp: this delimits the IGMP configuration part of the XORP routenfiguration.
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t ar get namne: this is the name for this instance of IGMP. It defaultsit@&VP”, and it is not recommended
that this default is overridden under normal usage scemario

di sabl e: this takes the valuer ue or f al se, and determines whether IGMP as a whole is enabled on
this router!. The default value i al se.

i nt er f ace: this specifies an interface to be monitored by IGMP for thespnce of multicast receivers.
Each interface to be monitored by IGMP needs to be explitishgd. The value is the name of an
interface that has been configured initte er f aces section of the router configuration (see Chapter
3).

For each interface, one or more VIFs must be specified:
vi f ; this specifies a vif to be monitored by IGMP for the presencealticast receivers. Each vif

to be monitored by IGMP needs to be explicitly listed. Theueais the name of a vif that has
been configured in thient er f aces section of the router configuration (see Chapter 3).

Each vif takes the following optional parameter:
di sabl e: this takes the valuer ue or f al se, and determines whether IGMP is disabled on
this vif 2. The default value i$al se.
traceopti ons: this directive delimits the configuration of debugging drating options for IGMP.

f 1 ag: this directive is used to specify which tracing options @mabled. Possible parameters are:

al | : this directive specifies that all tracing options shoulababled. Possible parameters are:

di sabl e: this takes the valuer ue or f al se, and disables or enables tracihg The
default isf al se.

The configuration parameters for MLD are identical to thasd EMP, except that they are delimited by an
m d directive rather than aingnp directive.

"Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
2Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
®Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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10.3.2 Example Configurations

protocols {
ignp {
interface dc0 {
vif dcO
}
interface dcl {
vif dcl

}
}
}

protocols {
md {
di sabl e: false
interface dc0 {
vif dcO {
di sabl e: fal se

}
}

traceoptions {
flag all {
di sabl e: fal se
}
}
}
}

In the example configuration above, IGMP is enabled on twewif two different interfacesi¢0/ dc0 and
dc1/dcl). In addition, MLD is enabled on interface/mifc0/ dcO, and all MLD tracing functionality is
enabled for diagnostic purposes.
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10.4 Monitoring IGMP

Theshow i gnp gr oup command can be used to display information about IGMP groembership:

Xor p> show i gnp group

Interface G oup Sour ce Last Reported Ti neout
dcO 224.0.0.2 0.0.0.0 10.4.0.1 161
dcO 224.0.0.13 0.0.0.0 10.4.0.1 159
dcO 224.0.1.20 0.0.0.0 10.4.0.2 197
dc2 224.0.0.2 0.0.0.0 10.3.0.2 155
dc2 224.0.0.13 0.0.0.0 10.3.0.1 157

In the above exampleour ce refers to the multicast source address in the case of sepemfic IGMP
join entries, or it is set t@. 0. 0. 0 in case of any-source IGMP join entries. Thast Report ed field
contains the address of the most recent receiver that rdeddie an IGMP Join message. Thiemeout
field shows the number of seconds until it is next time to gderyhost membersi.g., to send an IGMP
Query message for this particular entry).

Theshow i gnp i nt er f ace command can be used to display information about IGMP iated:

Xor p> show i gnp interface

Interface State Queri er Ti meout Versi on G oups
dcO uP 10.4.0.1 None 2 3
dc2 upP 10.3.0.1 136 2 2
regi ster_vif DI SABLED 0.0.0.0 None 2 0

The information indicates whether IGMP is enabled on therfate and the IP address of the IGMP querier.
If this router is the querier, then the time until the next yumessage is shown. Finally the number of
multicast groups with receivers on this subnet is shown.

Note that in the above example it is normal for the interfaamedr egi st er _vi f to beDl SABLED. This
interface has special purpose and is used only by PIM-SM.

Theshow i gnp interface address command can be used to display information about addre$ses o
IGMP interfaces:

Xor p> show i gnp interface address

Interface Pri mar yAddr Secondar yAddr
dcO 10.4.0.1
dc2 10.3.0.2

registerwvif 10.4.0.1

As shown above, theri mar yAddr per interface is the address used to originate IGMP messagdsall
other alias addresses on that interface are list&&asndar yAddr , with one address per line.

The equivalent commands for MLD are:

e show m d group
e show md interface

e show md interface address
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Chapter 11

PIM Sparse-Mode

11.1 Terminology and Concepts

PIM stands forProtocol Independent Multicasand denotes a class of multicast routing protocols. The
termprotocol independertomes from the fact that PIM does not have its own topologgadisry protocol,

but instead relies on routing information supplied by peotse such as RIP and BGP. What PIM does do

is to build multicast trees from senders to receivers basedaths determined by this external topology

information.

There are two PIM protocols:

e PIM Sparse-Mode (PIM-SM) is the most commonly used multicasting protocol, and explicitly
builds distribution trees from the receivers back towaefsiers.

e PIM Dense-Mode (PIM-DM) is less commonly used, and builéesrby flooding multicast traffic
domain-wide, and then pruning off branches from the treerevtieere are no receivers.

At the present time, XORP only implements PIM Sparse Mode.

11.1.1 PIM-SM Protocol Overview

The following description is adapted from the PIM-SM speaiion.

PIM-SM relies on an underlying topology-gathering protdoopopulate a routing table with routes. This
routing table is called th®IRIB or Multicast Routing Information Basé he routes in this table may be taken
directly from the unicast routing table, or it may be differ@nd provided by a separate routing protocol
such as Multi-protocol BGP.

Regardless of how it is created, the primary role of the MRiBhe PIM-SM protocol is to provide the
next-hop router along a multicast-capable path to eaclind¢isin subnet. The MRIB is used to determine
the next-hop neighbor to which any PIM Join/Prune messagerits Data flows along the reverse path of
the Join messages. Thus, in contrast to the unicast RIB vgpietifies the next-hop that a data packet would
take to geto some subnet, the MRIB gives reverse-path information, aditates the path that a multicast
data packet would takieomits origin subnet to the router that has the MRIB.
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Like all multicast routing protocols that implement the ASkErvice model, PIM-SM must be able to route
data packets from sources to receivers without either theces or receivers knowing a-priori of the exis-
tence of the others. This is essentially done in three phadtt®ugh as senders and receivers may come
and go at any time, all three phases may be occur simultalyeous

Phase One: RP Tree

In phase one, a multicast receiver expresses its intere@staiving traffic destined for a multicast group.
Typically it does this using IGMP or MLD. One of the receiweldcal PIM routers is elected as the Desig-
nated Router (DR) for that subnet. On receiving the recsiexpression of interest, the DR then sends a
PIM Join message towards the Rendezvous Point (RP) for thiéicast group. The RP is a PIM-SM router
that has been configured to serve a bootstrapping role ftaiicanulticast groups. This Join message is
known as a (*,G) Join because it joins group G for all sourcethat group. The (*,G) Join travels hop-
by-hop towards the RP for the group, and in each router itggaégough, multicast tree state for group G
is instantiated. Eventually the (*,G) Join either reaclesRP, or reaches a router that already has (*,G)
Join state for that group. When many receivers join the grthgr Join messages converge on the RP, and
form a distribution tree for group G that is rooted at the RIisTis known as the RP Tree (RPT), and is
also known as the shared tree because it is shared by allesosgading to that group. Join messages are
resent periodically so long as the receiver remains in tbegrWhen all receivers on a leaf-network leave
the group, the DR will send a PIM (*,G) Prune message towdrd$tP for that multicast group. However

if the Prune message is not sent for any reason, the statewsifitually time out.

A multicast data sender just starts sending data destirred fioulticast group. The sender’s local router
(DR) takes those data packets, unicast-encapsulatesdnemends them directly to the RP. The RP receives
these encapsulated data packets, decapsulates them naadithem onto the shared tree. The packets
then follow the (*,G) multicast tree state in the routersiomRP Tree, being replicated wherever the RP Tree
branches, and eventually reaching all the receivers fdrrthdticast group. The process of encapsulating
data packets to the RP is calleehistering and the encapsulation packets are known as PIM Register
packets.

At the end of phase one, multicast traffic is flowing encapedldo the RP, and then natively over the RP
tree to the multicast receivers.

Phase Two: Register-Stop

Register-encapsulation of data packets is inefficientforreasons:

e Encapsulation and decapsulation may be relatively expermgerations for a router to perform, de-
pending on whether or not the router has appropriate hasdfgathese tasks.

e Traveling all the way to the RP, and then back down the shaesdnbay entail the packets traveling
a relatively long distance to reach receivers that are dimske sender. For some applications, this
increased latency is undesirable.

Although Register-encapsulation may continue indefipitedr the reasons above, the RP will normally
choose to switch to native forwarding. To do this, when the®&®Rives a register-encapsulated data packet
from source S on group G, it will normally initiate an (S,G)uste-specific Join towards S. This Join
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message travels hop-by-hop towards S, instantiating (®ui)cast tree state in the routers along the path.
(S,G) multicast tree state is used only to forward packetgifoup G if those packets come from source S.
Eventually the Join message reaches S’s subnet or a roatealtbady has (S,G) multicast tree state, and
then packets from S start to flow following the (S,G) treeestatvards the RP. These data packets may also
reach routers with (*,G) state along the path towards the RBg, they can short-cut onto the RP tree at
this point.

While the RP is in the process of joining the source-spediéie for S, the data packets will continue being
encapsulated to the RP. When packets from S also start tee aratively at the the RP, the RP will be
receiving two copies of each of these packets. At this ptiet,RP starts to discard the encapsulated copy
of these packets, and it sendskagister-Stopmessage back to S's DR to prevent the DR unnecessarily
encapsulating the packets.

At the end of phase 2, traffic will be flowing natively from S adpa source-specific tree to the RP, and
from there along the shared tree to the receivers. Wherevth&rées intersect, traffic may transfer from the
source-specific tree to the RP tree, and so avoid taking adetayr via the RP.

It should be noted that a sender may start sending befordasraafeceiver joins the group, and thus phase
two may happen before the shared tree to the receiver is built

Phase 3: Shortest-Path Tree

Although having the RP join back towards the source remokesencapsulation overhead, it does not
completely optimize the forwarding paths. For many reasiviee route via the RP may involve a significant
detour when compared with the shortest path from the soarttestreceiver.

To obtain lower latencies, a router on the receiver’s LAjdglly the DR, may optionally initiate a transfer
from the shared tree to a source-specific shortest-patl{SFE€). To do this, it issues an (S,G) Join towards
S. This instantiates state in the routers along the path Ewé&ntually this join either reaches S’s subnet, or
reaches a router that already has (S,G) state. When thighspgata packets from S start to flow following
the (S,G) state until they reach the receiver.

At this point the receiver (or a router upstream of the rez@iwill be receiving two copies of the data -
one from the SPT and one from the RPT. When the first traffi¢sstararrive from the SPT, the DR or
upstream router starts to drop the packets for G from S thiakaria the RP tree. In addition, it sends an
(S,G) Prune message towards the RP. This is known as anf§§,Brune. The Prune message travels hop-
by-hop, instantiating state along the path towards the Rieating that traffic from S for G should NOT be
forwarded in this direction. The prune is propagated uthtitaches the RP or a router that still needs the
traffic from S for other receivers.

By now, the receiver will be receiving traffic from S along #iertest-path tree between the receiver and S.
In addition, the RP is receiving the traffic from S, but thific is no longer reaching the receiver along the
RP tree. As far as the receiver is concerned, this is the fistallmition tree.

Multi-access Transit LANs

The overview so far has concerned itself with point-to-péimks. However, using multi-access LANSs such
as Ethernet for transit is not uncommon. This can cause ¢oatipins for three reasons:
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e Two or more routers on the LAN may issue (*,G) Joins to différapstream routers on the LAN
because they have inconsistent MRIB entries regarding bawach the RP. Both paths on the RP
tree will be set up, causing two copies of all the shared tedéd to appear on the LAN.

e Two or more routers on the LAN may issue (S,G) Joins to difiergostream routers on the LAN
because they have inconsistent MRIB entries regarding loomeach source S. Both paths on the
source-specific tree will be set up, causing two copies dhalkraffic from S to appear on the LAN.

e A router on the LAN may issue a (*,G) Join to one upstream moaiethe LAN, and another router
on the LAN may issue an (S,G) Join to a different upstreamerooih the same LAN. Traffic from
S may reach the LAN over both the RPT and the SPT. If the recéikind the downstream (*,G)
router doesn't issue an (S,G,rpt) prune, then this corditiould persist.

All of these problems are caused by there being more than psteam router with join state for the
group or source-group pair. PIM-SM does not prevent sucli@hip joins from occurring - instead when
duplicate data packets appear on the LAN from differentexsjtthese routers notice this, and then elect a
single forwarder. This election is performed using PASsertmessages, which resolve the problem in favor
of the upstream router which has (S,G) state, or if neithdrotin router has (S,G) state, then in favor of the
router with the best metric to the RP for RP trees, or the bestiorto the source to source-specific trees.

These Assert messages are also received by the downstregarsron the LAN, and these cause subsequent
Join messages to be sent to the upstream router that won sieetAs

RP Discovery

PIM-SM routers need to know the address of the RP for eachpgi@muwhich they have (*,G) state. This
address is obtained either through a bootstrap mechanifionigh static configuration.

One dynamic way to do this is to use tBeotstrap Route(BSR) mechanism. One router in each PIM-SM
domain is elected the Bootstrap Router through a simpldieteprocess. All the routers in the domain
that are configured to be candidates to be RPs periodicaibasintheir candidacy to the BSR. From the
candidates, the BSR picks an RP-set, and periodically armmasuthis set in a Bootstrap message. Bootstrap
messages are flooded hop-by-hop throughout the domairalliuters in the domain know the RP-Set.

To map a group to an RP, a router hashes the group addreshénRPtset using an order-preserving hash
function (one that minimizes changes if the RP-Set chandé®) resulting RP is the one that it uses as the
RP for that group.

11.2 Standards

XORP is compliant with the following PIM-SM specification:

draft-ietf-pim-sm-v2-new-10. Protocol Independent Multicast - Sparse Mode (PIM-SMtétol Spec-
ification (Revised).

draft-ietf-pim-sm-bsr-02. Bootstrap Router (BSR) Mechanism for PIM Sparse Mode.
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11.3 Configuring PIM-SM

11.3.1 Configuring Multicast Routing on UNIX Systems

If XORP is to be run on a UNIX-based system, the following stepust be taken to enable the system for
PIM-SM multicast routing before starting XORP:

e Make sure that the underlying system supports multicasingand has PIM-SM kernel support. Un-
fortunately, there is no trivial guideline how to check tthsit the following OS-specific information
can be useful:

— DragonFl yBSD: DragonFlyBSD-1.0 and later.
— Fr eeBSD: IPv4 (FreeBSD-4.9 and later, FreeBSD-5.2 and later), ([FvéeBSD-4.x and later).

— Li nux: IPv4 (Linux-2.2.11 and later, Linux-2.3.6 and later), 8nly with the IPv6 USAGI
toolkit after 2005/02/14: http://www.linux-ipv6.org/).

— MacOS X: No multicast routing support (as of MacOS X 10.3.x).
— Net BSD: IPv4 (any release after NetBSD-2.0), IPv6 (NetBSD-1.5 latet).
— OpenBSD: IPv4 (OpenBSD-3.7 and later), IPv6 (OpenBSD-2.7 and Jater

e If necessary, configure the kernel to enable multicastmguand PIM-SM:

— DragonFl yBSD:
IPv4: enable the following options in the kernel:

options MROUTI NG # Mul ticast routing
options Pl M # PIMmul ticast routing
IPv6: no kernel options are required.

— FreeBSD:
IPv4: enable the following options in the kernel:

options MROUTI NG # Mul ticast routing
options Pl M # PIMmul ticast routing

IPv6: no kernel options are required.

— Li nux:
IPv4: enable the following options in the kernel:

CONFI G_| P_MULTI CAST=y
CONFI G_| P_MROUTE=y
CONFI G_| P_PI MBM V2=y

IPv6: Enable the following options in the kernel:

CONFI G_| PV6_MROUTE=y
CONFI G_| PV6_PI MBM V2=y
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— Net BSD:
IPv4: enable the following options in the kernel:

options MROUTI NG # IP multicast routing
options Pl M # Protocol |ndependent Multicast

IPv6: no kernel options are required.

— OpenBSD:
IPv4: enable the following options in the kernel:

option MROUTI NG # Mul ticast router
option PI M # Protocol Independent Milticast

IPv6: no kernel options are required.
e Apply additional system configuration (if necessary):

— DragonFl yBSD:
IPv4: Enable IPv4 unicast forwarding:

sysctl net.inet.ip.forwardi ng=1
IPv6: Enable IPv6 unicast forwarding:
sysctl net.inet6.ip6.forwardi ng=1

— FreeBSD:
IPv4: Enable IPv4 unicast forwarding:

sysctl net.inet.ip.forwardi ng=1
IPv6: Enable IPv6 unicast forwarding:
sysctl net.inet6.ip6.forwardi ng=1

— Li nux:
IPv4: Enable IPv4 unicast forwarding:

echo 1 > /proc/sys/net/ipvdlip_forward

If the unicast Reverse Path Forwarding information is d&ife from the multicast Reverse Path
Forwarding information, the Reverse Path Filtering shdoddlisabled:

echo 0 > /proc/sys/net/ipvad/conf/all/rp_filter

OR

echo 0 > /proc/sys/net/ipv4d/conf/ethO/rp filter
echo 0 > /proc/sys/net/ipvd/conf/ethl/rp filter

IPv6: unknown
— Net BSD: none.
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— OpenBSD: Add the following lines td et ¢/ rc. conf. | ocal and reboot:

# Enable nmulticast routing (see netstart(8) for details).
mul ti cast _host =NO
mul ti cast _router=YES

11.3.2 Configuration Syntax

protocols {
pi memd {
target nanme: text
di sabl e: bool
interface text {
vif text {
di sabl e: bool
dr-priority: uint
al ternative-subnet IPv4/ int(0..32)
}
}

interface register.vif {
vif registervif {
di sabl e: bool
}
}

static-rps {
rp IPv4 {
group- prefix IPv4Mcast int(4..32) {
rp-priority: uint(0..255)
hash- mask-1 en: uint(4..32)
}
}
}

bootstrap {
di sabl e: bool
cand- bsr {
scope- zone |Pv4Mcast int(4..32) {
i s-scope-zone: bool
cand- bsr-by-vif-name: text
bsr-priority: uint(0..255)
hash- mask-1 en: uint(4..32)
}
}

cand-rp {
group- prefix IPv4Mcast int(4..32) {
i s-scope-zone: bool
cand-r p- by-vi f-name: text
rp-priority: uint(0..255)
r p- hol dti me: uint(0..65535)
}
}
}

switch-to-spt-threshold {
di sabl e: bool
interval -sec: uint(3..2147483647)
byt es: uint

}

continued overleaf....
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traceoptions {

flag all {
di sabl e: bool
}
}
}
}
protocols {
pi menb {
di sabl e: bool
interface text {
vif text {
di sabl e: bool
dr-priority: uint
al ternative-subnet IPvd int(0..128)
}
}
interface registervif {
vif registervif {
di sabl e: bool
}
}
static-rps {
rp IPv6 {
group- prefix IPv6Mcast int(8..128) {
rp-priority: uint(0..255)
hash- mask- | en: uint(8..128)
}
}
}
bootstrap {
di sabl e: bool
cand- bsr {
scope- zone |Pv6Mcast int(8..128) {
i s-scope-zone: bool
cand- bsr-by-vif-name: text
bsr-priority: uint(0..255)
hash- mask- | en: uint(8..128)
}
}
cand-rp {
group- prefix IPv6Mcast int(8..128) {
i s-scope-zone: bool
cand-rp-by-vif-nane: text
rp-priority: uint(0..255)
rp-hol dti me: uint(0..65535)
}
}
}
switch-to-spt-threshold {
di sabl e: bool
i nterval -sec: uint(3..2147483647)
byt es: uint
}
traceoptions {
flag all {
di sabl e: bool
}
}
}
}
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pr ot ocol s: this delimits the configuration for all routing protocoisthe XORP router configuration. It

is mandatory that PIM-SM configuration is under theot ocol s node in the configuration.

pi memi4: this delimits the PIM-SM configuration part of the XORP reutonfiguration related to IPv4

multicast.

t ar get nane: this is the name for this instance of PIM-SM for IPv4. It ddfa to “Pl MSM4”, and it is

not recommended that this default is overridden under nlousege scenarios.

di sabl e: this takes the valuer ue or f al se, and indicates whether PIM-SM IPv4 multicast routing

is currently disabled. This allows multicast to be taken down temporarily withogmoving the

configuration.

i nterface: this directive specifies that thisnt er f ace is to be used for PIM-SM IPv4 multicast

vif:

routing. The parameter value must be the name of an intetfatehas been configured in the
i nt er f aces section of the router configuration.

this directive specifies that this f on the specified nt er f ace is to be used for PIM-SM IPv4
multicast routing. The parameter value must be the name df that has been configured in the
i nt er f aces section of the router configuration.

A special logical interface calledegi st er .vi f with a special vif called egi st er .vi f must be
configured if a PIM-SM router is to be able to send Registersagss to the RP. In general this should
alwaysbe configured if the router is to support the ASM multicasviser model.

Eachvi f can take the following optional parameters:

di sabl e: this takes the valuer ue or f al se, and indicates whether PIM-SM IPv4 multicast
routing is currently disabled on this interface/%if

dr-priority: this directive takes a non-negative integer as its pammngiving this router’s
Designated Router (DR) priority for this interface/vif. @default is 1. The PIM router on this
subnet with the highest value of DR priority will become thRB Br the subnet.

al t ernati ve- subnet : this directive is used to associate additional IP subnéts avnetwork
interface. The parameter value is an IPv4 subnet addrebs &dtress/prefix-lengtformat.
One use of this directive is to make incoming traffic with a #@cal source address appear as
it is coming from a local subnet. Typically, this is neededhagork-around solution when uni-
directional interfaces such as satellite links are usetefeiving traffic. Thel t er nat i ve- subnet
directive should be used with extreme care, because it Elgedo create forwarding loops.

stati c-rps: this delimits the part of the PIM-SM configuration used tonually configure PIM RP

router information. A PIM-SM router must either have someskBnfigured as static RPs, or it must
run the PIM-SM bootstrap mechanism (seetibet st r ap directive).

Under thest at i c- r ps part of the configuration, one or more RPs can be configureslirttportant
that all routers in a PIM domain make the same choice of Rhéosame multicast group, so generally
they should be configured with the same RP information.

r p: this specifies the IPv4 address of a router to be a static RP.
For each RP, the following parameters can be configured:

INote that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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gr oup- pr ef i x: this specifies the range of multicast addresses for whiekpecified router
is willing to be the RP. The value is in the form of an IP addrasd prefix-length in the
address/prefix-lengtformat.

rp- priority: this specifies the priority of the specified RP router. lesmkhe form of
a non-negative integer in the interval [0, 255].
If multiple RP routers are known for a particular multicasbgp, then the one with the
most specifigr oup- pr ef i x will be used. If more than one router has the same most
specificgr oup- pr ef i x, then the one with the highesp- pri ori ty is used. See also
hash- mask-1 en.
The default value is 192.

hash- mask- | en: If multiple routers have the most specific oup- pr ef i x and the
same highestp- pri ority, then to balance load, a hash function is used to choose
the RP. However, it is usually desirable for closely asdedianulticast groups to use
the same RP. Thus the hash function is only applied to therfibsts of the group IP
address, ensuring that if two groups have the samerfitsts, they will hash to the
same RP address. Thash- mask- | en parameter specifies the valuerofFor IPv4 it
must be in the interval [4, 32], and defaults to 30 bits. Tgpicits value shouldn’t be
changed. If it is modified then all PIM-SM routers must be agufed with the same
value.

boot st r ap: this delimits the part of the PIM-SM configuration used tofigure the automatic bootstrap
of PIM RP router information using the PIBootStrap Routemechanism. A PIM-SM router must
either run the PIM-SM bootstrap mechanism, or have some BRfigared as static RPs (see the
stati c-r ps directive).

Under theboot st r ap directive, the following additional information can be €iguired.

di sabl e: this takes the valuer ue or f al se, and determines whether or not the router will run
theboot st r ap mechanisn?. The default i al se.

cand- bsr : this directive specifies that this router is to be a candidatbe the BootStrap Router
(BSR) for this PIM-SM domain. It will become the BSR only ifains the BSR election process.

One or morescope- zones must be specified for a candidate BSR router:

scope- zone: this directive specifies one multicast group prefix for vihilsis router is will-
ing to be BSR.
For each scope zone, the following information can be spgekifi

i s-scope- zone: this directive takes the valuer ue or f al se. When the value is
t rue, this indicates that this multicast group prefix defines aticagt scope zone.
When the value i$ al se, this indicates that the group prefix in teeope- zone di-
rective merely represents a range of multicast groups fachwthis router is willing to
be BSR. The default ikal se.

cand- bsr - by- vi f - nane: this specifies the name of thvé f whose IP address will
be used in the PIM bootstrap messages. It is a mandatory psam

bsr-priority:this specifies the BSR priority for this router. It takes aifige integer
value in the interval [0, 255], which is used in the PIM-SM B&IRction process. For
eachscope- zone, the candidate bootstrap router with the highest BSR pyiavill
be chosen to be BSR. Its default value is 1.

®Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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hash- mask- | en: The BSR mechanism announces a list of candidate RPs (C{&Ps)
each scope zone to the other routers in the scope zone. Twbdtsad, those routers
then use a hash function to choose the RP for each multicagp grom amongst the
C-RPs. However, it is usually desirable for closely asdedianulticast groups to use
the same RP. Thus the hash function is only applied to thefitsits of the group
IP address, ensuring that if two groups have the samerfitsts, they will hash to
the same RP address. Should this router become the BSR $osdbpe-zone, the
hash- mask- | en parameter gives the value aef that this router will inform other
routers they must use. For IPv4 it must be in the interval @, @nd defaults to 30
bits. Typically its value shouldn’t be changed. If it is mideld then all PIM-SM routers
must be configured with the same value.

cand- r p: this directive specifies that this router is to be a candidiabe an RP for this PIM-SM domain.
It will become an RP only if the BSR chooses it to be.

One or more group-prefixes must be specified for this routérrtotion as an RP:

group- prefi x: this specifies the range of multicast addresses for whiehsfrecified router
is willing to be the RP. The value is in the form of an IP addrasd prefix length in the
address/prefix-lengtformat.

For eachgr oup- pr ef i x, the following parameters can be specified:

i s-scope- zone: this directive takes the value ue orf al se. When the value isr ue, this
indicates that this multicast group prefix defines a multisaspe zone. When the value is
f al se, this indicates that the group prefix in theope- zone directive merely represents
a range of multicast groups for which this router is willimgte RP. The default isal se.

cand- r p- by- vi f - nane: this specifies the name of théf whose IP address will be used
as the RP address if this router becomes an RP. It is a mapgetameter.

rp-priority: this specifies the RP priority of this router for thysoup- pr ef i x. It takes
the form of a non-negative integer in the interval [0, 255].
If multiple RP routers are known for a particular multicasbgp, then the one with the
most specificgr oup- prefi x will be used. If more than one router has the same most
specificgr oup- pr ef i x, then the one with the highesp-priority is used. See also
hash- mask-1 en.
The default value for p-priorityis 1.

r p- hol dti me: this specifies the holdtime that this router will advertisben talking to
the BSR. If the BSR has not heard a Candidate RP Advertiseframt this router for
r p- hol dt i me seconds, then the BSR will conclude it is dead, and will regnbfrom the
set of possible RPs. It takes the form of a non-negative @ntagthe interval [0, 65535]
and its default value is 150 seconds.

swi t ch-to-spt-threshol d: this directive permits the specification of a bitrate thid at a last-
hop router or RP for switching from the RP Tree to the Sho#féagh Tree. The following parameters
can be specified:

di sabl e: this takes the valuer ue orf al se, and determines whether bitrate-based switching to
the shortest path tree is disabledrhe default is false.

“Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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i nt erval - sec: this specifies the measurement interval in seconds for umegsthe bitrate of
traffic from a multicast sender. The measurement intenalishnormally not be set too small -
values greater than ten seconds are recommended. It takisitinof a non-negative integer in
the interval [3, 2147483647] and its default value is 10®sds.

byt es: this specifies the maximum number of bytes from a multicester that can be received
in i nterval - sec seconds. If this threshold is exceeded, the router wilhgteto switch to
the shortest-path tree from that multicast sender. If tloetekt-path switch should happen right
after the first packet is forwarded, thept es should be set to 0.

t raceopt i ons: this directive delimits the configuration of debugging arating options for PIM-SM.

f | ag: this directive is used to specify which tracing options emabled. Possible parameters are:

al | : this directive specifies that all tracing options shouldebabled. Possible parameters
are:

di sabl e: this takes the valuer ue or f al se, and disables or enables tracifg The
default isf al se.

The configuration parameters for PIM-SM for IPv6 are the sashose for IPv4, except for the following:

e Thepi nsnb directive for IPv6 is used in place of tipé ns 4 directive for IPv4.
e The default value of ar get nane is “Pl MSM6” instead of ‘Pl MBM 4"
e All IP addresses used in configuration are IPv6 addresse=aohsf IPv4 addresses.

e Thehash- mask- | en value must be in the interval [8, 128], and defaults to 126.

®Note that prior to XORP Release-1.1, taeabl e flag was used instead df sabl e.
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11.3.3 Example Configurations

protocols {
pi mem4 {
di sabl e: fal se
interface dc0 {
vif dcO {
di sabl e: false
[* dr-priority: 1 */
/* alternative-subnet 10.40.0.0/16 */
}
}
interface register.vif {
vif registervif {
/* Note: this vif should be al ways enabl ed */
di sabl e: fal se
}
}

static-rps {
rp 10.60.0.1 {
group-prefix 224.0.0.0/4 {
/* rp-priority: 192 */
/* hash-mask-len: 30 */
}
}
}

bootstrap {
di sabl e: fal se
cand- bsr {
scope-zone 224.0.0.0/4 {
/* is-scope-zone: false */
cand- bsr - by-vi f-name: "dcO"
/* bsr-priority: 1 */
/* hash-mask-len: 30 */
}
}

cand-rp {
group-prefix 224.0.0.0/4 {
/* is-scope-zone: false */
cand-rp-by-vif-nane: "dc0"
/* rp-priority: 192 */
/* rp-holdtinme: 150 */
}
}
}

switch-to-spt-threshold {
/* approx. 1K bytes/s (10Kbps) threshold */
di sabl e: false
interval -sec: 100
byt es: 102400

}

continued overleaf....
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traceoptions {

flag all {
di sabl e: fal se
}
}
}
}
protocols {
pi menb {
di sabl e: false
interface dc0 {
vif dcO {
di sabl e: fal se
/* dr-priority: 1 */
/* alternative-subnet 40:40:40:40::/64 */
}
}
interface register.vif {
vif registervif {
/* Note: this vif should be always enabl ed */
di sabl e: fal se
}
}
static-rps {
rp 50:50:50: 50: 50: 50: 50: 50 {
group-prefix ff00::/8 {
/[* rp-priority: 192 */
/* hash-mask-len: 126 */
}
}
}
bootstrap {
di sabl e: false
cand- bsr {
scope-zone ff00::/8 {
/* is-scope-zone: false */
cand- bsr-by-vif-nanme: "dcO"
/* bsr-priority: 1 */
/* hash-mask-len: 30 */
}
}
cand-rp {
group-prefix ff00::/8 {
/* is-scope-zone: false */
cand-rp-by-vif-nanme: "dcO"
/[* rp-priority: 192 */
/* rp-holdtinme: 150 */
}
}
}
switch-to-spt-threshold {
/* approx. 1K bytes/s (10Kbps) threshold */
di sabl e: fal se
interval -sec: 100
bytes: 102400
}
traceoptions {
flag all {
di sabl e: fal se
}
}
}
}
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11.4 Monitoring PIM-SM

All operational commands for monitoring PIM-SM for IPv4 lregvith show pi m This section describes
those commands in details. All operational commands foritnong PIM-SM for IPv6 are similar except
that they begin wittshow pi n6.

11.4.1 Monitoring PIM-SM Bootstrap Information

Theshow pi m boot st r ap command can be used to display information about PIM bagiswuters:

Xor p> show pi m boot strap

Active zones:

BSR Pri Local Address Pri State Ti meout SZTi nmeout
10.4.0.1 1 10.2.0.2 1 Candi date 75 -1
Expi ri ng zones:

BSR Pri Local Address Pri State Ti meout SZTi nmeout
Configured zones:

BSR Pri Local Address Pri State Ti meout SZTi nmeout
10.2.0.2 110.2.0.2 11lnit -1 -1

The bootstrap information is separated in three sections:

e Active zones: This section contains the bootstrap zones that are curientise.

e Expiring zones: If new bootstrap information is received and it replacesdhiebootstrap in-
formation, the old information is deleted. However, if soai¢he old bootstrap information was not
replaced, that information is moved to tBepi ri ng zones section until it times out.

e Configured zones: This section contains the bootstrap zones that are configuré¢he router.
The fields for each entry (in order of appearance) are:

e BSR The address of the Bootstrap router for the zone.
e Pri: The priority of the Bootstrap router.

e Local Address: The local Candidate-BSR address for the zone (if the rosteoifigured as a
Candidate-BSR).

e Pri: The local Candidate-BSR priority for the zone (if the roussronfigured as a Candidate-BSR).

e St at e: The state of the per-scope-zone state machine. In the akaxgée, the router is configured
as a Candidate-BSR, but it is not the elected BSR, hencaitsisCandi dat e.

e Ti neout : The number of seconds until the BSR times-out. If it is -1, ilt mever timeout.

e SZTi meout: The number of seconds until the scoped zone times-out. # i) it will never
timeout.
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Theshow pi m boot st rap rps command can be used to display information about Candidatmfar-
mation received by the Bootstrap mechanism:

Xor p> show pi m bootstrap rps

Active RPs:

RP Pri Tineout G oupPrefix BSR CandRpAdvTi nmeout
10.4.0.1 192 148 224.0.0.0/4 10.4.0.1 -1
10.2.0.2 192 148 224.0.0.0/4 10.4.0.1 -1
Expiring RPs:

RP Pri Ti meout G oupPrefix BSR CandRpAdvTi meout
Confi gured RPs:

RP Pri Ti meout G oupPrefix BSR CandRpAdvTi meout
10.2.0.2 192 -1 224.0.0.0/4 10.2.0.2 58

The Candidate RPs information is separated in three saction

e Acti ve RPs: This section contains the Candidate RPs that are currentige.

e Expiring RPs: If new bootstrap information is received and it replacesdliebootstrap infor-
mation, the old information is deleted. However, if someld bld bootstrap information was not
replaced, the Candidate RPs contained in that informat@maved to th&xpi ri ng RPs section
until they time-out.

e Configured RPs: This section contains the Candidate RP information thabigigured on the
router.

The fields for each entry (in order of appearance) are:

e RP: The address of the Candidate RP for the entry.

e Pri: The priority of the Candidate RP.

e Ti meout : The number of seconds until the Candidate RP times-outisitit, it will never timeout.
e G oupPrefi x: The multicast group prefix address the Candidate RP is asingrt

e BSR The address of the BSR that advertised this Candidate RP.

e CandRpAdvTi neout : The number of seconds until the Candidate RP is advertis@itktBSR.
This applies only for the Candidate-RPs configured in thigeo If it is -1, the Candidate RP is not
advertised to the BSR.

11.4.2 Monitoring PIM-SM Interface Information

Theshow pi m i nt er f ace command can be used to display information about PIM netwuekfaces:

Xor p> show pi minterface

Interface State Mbde V Pl Mstate Priority DRaddr Nei ghbor s
dcl UP Sparse 2 Not DR 1 10.3.0.2 1
dc2 uP Sparse 2 DR 1 10.2.0.2 0
regi stervif UP Sparse 2 DR 110.3.0.1 0

The fields for each entry (in order of appearance) are:
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| nt er f ace: The name of the interface.

e St at e: The state of the interface. E.gP, DOAN, DI SABLED, etc.

e Mode: The PIM mode of the interface. E.§par se means PIM-SM.

e V: The protocol version.

e Pl Mst at e: The protocol state on that interface. EIDR means the router is the Designated Router
on that interface.

e Priority: The configured Designated Router priority on that interface

e DRaddr: The address of the elected Designated Router on the submetated to that interface.

e Nei ghbor s: The number of PIM neighbor routers on that interface.

Theshow pi minterface address command can be used to display address information about PIM
network interfaces:

Xor p> show pi minterface address

Interface Pri mar yAddr Donmai nW deAddr  Secondar yAddr
dcl 10.3.0.1 10.3.0.1
dc2 10.2.0.2 10.2.0.2
registervif 10.3.0.1 10.3.0.1

The fields for each entry (in order of appearance) are:

| nt er f ace: The name of the interface.

Pri mar yAddr : The primary address on the interface.

Domai nW deAddr : The domain-wide address on the interface.

Secondar yAddr : The first secondary address on the interface (if any). Ifeti®more than one
secondary address on the interface, they are printed omeepeline (in the same column).

11.4.3 Monitoring PIM-SM Multicast Routing State Informat ion

Theshow pi m j oi n command can be used to display information about PIM muiticauting state:
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Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.2.0.2 WC
Upstreaminterface (RP): regi ster_vif
Upstream MRI B next hop (RP): UNKNOMWN
Upstream RPF’ (*, G : UNKNOAN
Upstream st ate: Joi ned
Join timer: 21
Local receiver include WC. .O
Joins RP:
Joi ns WC:

Join state:

Prune state:

Prune pending state:

| am assert wi nner state:
| am assert | oser state:
Assert wi nner WC

Assert | ost WC

Assert tracking WC
Coul d assert WC

| am DR

I medi ate olist RP:

I nedi ate olist WC
Inherited olist SG

I nherited olist SGRPT:
PI M i ncl ude WC

©o00OI gogriiilllll

The fields for each entry (in order of appearance) are:

e G oup: The group address.
e Sour ce: The source address.
e RP:. The address of the RP for this entry.

e Fl ags: The set of flags for this entry. For example:

— RP: (*,*,RP) routing entry.

— WC: (*,G) routing entry.

— SG (S,G) routing entry.

— SG.RPT: (S,G,rpt) routing entry.

— SPT: The routing entry has the Shortest-Path Tree flag set.

— Directl yConnect edS: The routing entry is for a directly-connected source.

The remaining lines per entry display various additionfdimation for that entry. Some of the information
below contains a set of network interfaces: there is eittieof “O” per interface (starting with the first
interface according to thehow pi m i nt er f ace command), and if an interface is included, it is marked
with “O”.

e Upstreaminterface (RP): The name of the upstream interface toward the RP.

e Upstream MRI B next hop (RP): Theaddress of the next-hop router (according to the MRIB)
toward the RP. In the above example the router itself is thenBifite there is no next-hop router.
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Upstream RPF’ (*, G : The address of the next-hop router (according to PIM) towhedRP.
Note that this address may be different, because it may betaff by PIM-specific events such as
PIM Assert messages on the upstream interface. In the abmwepte the router itself is the RP,
hence there is no next-hop router.

Upstream st at e: The upstream state of this entry.
Joi n timer: The number of seconds until the upstream Join timer timeout.

Local receiver include WC: The setof interfaces that have local (*,G) receivers adngrd
to the MLD/IGMP module.

Joi ns RP: The set of interfaces that have received (*,*,RP) Join.

Joi ns WC: The set of interfaces that have received (*,G) Join.

Joi n st at e: The set of interfaces that are in Join state.

Prune st at e: The set of interfaces that are in Prune state.

Prune pendi ng state: The set of interfaces that are in Prune-Pending state.

I am assert w nner state: The set of interfaces that are in Assert Winner state.
I am assert | oser state: The setof interfaces that are in Assert Loser state.

Assert wi nner WC. The set of interfaces for which the corresponding (*,G) eidrin Assert
Winner state.

Assert | ost WC. The set of interfaces for which the corresponding (*,G)ehtis lost the PIM
Assert.

Assert tracki ng WC: The set of interfaces for which the corresponding (*,G) edesires to
track the PIM Asserts.

Coul d assert WC. The set of interfaces for which the corresponding (*,G)entiuld trigger a
PIM Assert.

I am DR: The set of interfaces for which this is the Designated Router

| medi at e ol i st RP: The set of interfaces that are included in the immediateagginter-
faces for the corresponding (*,*,RP) entry.

I mredi at e ol i st WC: The set of interfaces that are included in the immediateag¢ginter-
faces for the corresponding (*,RP) entry.

I nherited olist SG The set of interfaces that are included in the outgoing faer list for
packets forwarded on (S,G) state taking into account (B),Rtate, (*,G) state, asserts, etc.

I nherited olist SGRPT: The set of interfaces that are included in the outgoing faterlist
for packets forwarded on (*,*,RP) or (*,G) state taking imtcount (S,G,rpt) prune state, and asserts,
etc.

PI M i ncl ude WC: The set of interfaces to which traffic might be forwarded lnseaof hosts that
are local members on that interface.
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Theshow pi mjoin all command can be used to display information about all PIM icagt routing
entries including those that may be created internally leyREM implementation. Typically, those are
the (*,*,RP) entries that are created per RP for implem@nadpecific reasons even though there is no
requirement to do so. Currently, this command is used omlgébugging purpose.

11.4.4 Monitoring PIM-SM Multicast Routing State Informat ion

Theshow pi m nf c command can be used to display information about PIM mugtit@warding entries
that are installed in the multicast forwarding engine:

Xor p> show pimnfc

G oup Sour ce RP

224.0.1.20 10.4.0.2 10.2.0.2
Incomng interface : register_vif
Qut goi ng interfaces: o)

The fields for each entry (in order of appearance) are:

e Group: The group address.
e Sour ce: The source address.

e RP:. The address of the RP for this entry.

The remaining lines per entry display various addition&imation for that entry. Some of the information
below contains a set of network interfaces: there is eittieof “O” per interface (starting with the first
interface according to thehow pi m i nt er f ace command), and if an interface is included, it is marked
with “O”.

e | ncom ng interface: The name of the incoming interface.

e Qutgoi ng interfaces: The set of outgoing interfaces.

11.4.5 Monitoring PIM-SM Multicast Routing Information Ba se

Theshow pi m nri b command can be used to display information about the MgltiiRauting Information
Base (MRIB) that is used by PIM:

Xor p> show pimnrib

Dest Prefix Next HopRout er Vi fNane Viflndex MetricPref Metric
10.2.0.0/ 24 10.2.0.2 dc2 1 0 0
10.3.0.0/ 24 10.3.0.1 dcl 0 0 0
10.4.0.0/ 24 10.3.0.2 dcl 0 254 65535
10.5.0.0/ 24 10.2.0.4 dc2 1 254 65535
10.6.0.0/ 24 10.2.0.1 dc2 1 254 65535

The fields for each entry (in order of appearance) are:
e Dest Prefi x: The destination prefix address.
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Next HopRout er : The address of the next-hop router toward the destination.
e Vi f Nane: The name of the virtual interface toward the destination.

Vi f I ndex: The virtual interface index of the virtual interface towdn& destination.

Met ri cPref: The metric preference of the entry.

Met ri c: The routing metric of the entry.

11.4.6 Monitoring PIM-SM Multicast Routing Information Ba se

Theshow pi m nei ghbor s command can be used to display information about the PIMhheigrouters:

Xor p> show pi m nei ghbors
Interface DRpriority Nei ghbor Addr V Mode Hol dti ne Ti meout
dcl 1 10.3.0.2 2 Sparse 105 97

The fields for each entry (in order of appearance) are:

e | nterface: The name of the interface toward the neighbor:

e DRpriority: The DR priority of the neighbor.

e Nei ghbor Addr : The primary address of the neighbor.

e V. The PIM protocol version used by the neighbor.

e Mode: The PIM mode of the neighbor. E.§par se means PIM-SM.
e Hol dti ne: The PIM Hello holdtime of the neighbor (in seconds).

e Ti nmeout : The number of seconds until the neighbor timeout (in case oir@ RIM Hello messages
are received from it).

11.4.7 Monitoring PIM-SM Candidate RP Set Information

Theshow pi m r ps command can be used to display information about the CatedRIa Set:

Xor p> show pi mrps

RP Type Pri Hol dtine Tinmeout ActiveG oups G oupPrefix
10.4.0.1 boot strap 192 150 134 0 224.0.0.0/4
10.2.0.2 boot strap 192 150 134 1 224.0.0.0/4

The fields for each entry (in order of appearance) are:

¢ RP: The address of the Candidate RP.
e Type: The type of the mechanism that provided the Candidate RP.

e Pri: The priority of the Candidate RP.
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Hol dti me: The holdtime (in number of seconds) of the Candidate RP.

Ti meout : The number of seconds until the Candidate RP timeout. If-it,i$he Candidate RP will
never timeout.

Act i veG oups: The number of groups that use this Candidate RP.

Gr oupPr ef i x: The multicast group prefix address for this Candidate RP.

11.4.8 Monitoring PIM-SM Scope Zone Information

Theshow pi m scope command can be used to display information about the PIMeszopes:

Xor p> show pi m scope
GroupPrefi x Interface
225.1.2.0/ 24 dcl

The fields for each entry (in order of appearance) are:

e GroupPrefi x: The multicast group prefix address of the scoped zone.

e I nterface: The name of the interface that is the boundary of the scopee. zo

Note that currently (April 2005), configuring multicast peal zones is not supported. This feature should
be added in the future.
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Chapter 12

Multicast Topology Discovery

12.1 Terminology and Concepts

Multicast routing protocols such as PIM-SM (Protocol Indegent Multicast Sparse-Mode) and PIM-DM
(Protocol Independent Multicast Dense-Mode) build thetitast delivery tree by using the RPF (Reverse-
Path Forwarding) information toward the root of the treee Tdot could be the so-called Rendezvous Point
(RP) (in case of PIM-SM) or the source itself (in case of PIM-& PIM-DM).

The RPF information in each router is per multicast distidoutree and is basically the next-hop neighbor
router information toward the root of the tree. In other wirithe RPF router is the next-hop router toward
the root. In case of PIM-SM, the RPF neighbor is typically tbeter that a Join message is sent to.

Obviously, all multicast routers must have consistent Rigtesotherwise a Join message may never reach
the root of the tree. Typically, the unicast path forwardimigrmation is used to create the RPF information,
because under normal circumstances the unicast routimgdpsothe necessary information to all routers.

Note that he unicast-based RPF creates multicast distibtrees where each branch of the tree follows the
unicast path from each leaf of the tree toward the root. Ustlak is the desired behavior, but occasionally
someone may want the unicast and the multicast traffic to iffe¥eht paths. For example, if a site has
two links to its network provider, one of the links may be u$adunicast only, and the other one only for
multicast.

To provide for such flexibility in the configuration, the PISM and PIM-DM specifications use the so called
Multicast Routing Information Base (MRIB) for obtainingetlRPF information. Typically, the MRIB may
be derived from the unicast routing table, but some prossath as MBGP may carry multicast-specific
topology information. Furthermore, the MRIB may be modifiecally in each site by taking into account
local configuration and preferences. A secondary functioth® MRIB is to provide routing metrics for
destination addresses. Those metrics are used by the PIMREN?IM-DM Assert mechanism.

12.2 Configuring the MRIB

The XORP RIB module contains a table with the MRIB. That tablpropagated to the PIM-SM module
and is used by PIM-SM in the RPF computation. The MRIB tabkdia the RIB module is completely
independent from the Unicast Routing Information Base @)R&able. The URIB table is created from
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the unicast routes calculated by unicast routing protosoth as BGP, OSPF and RIP. The MRIB table is
created similarly, but only by those protocols that are iekpy configured to add their routes to the MRIB.
For example, if Multi-protocol BGP is enabled, then the BG&duie will add multicast-specific routes to
the MRIB.

Currently, XORP supports the following methods for addiogting entries to the MRIB:

e Mul ti-protocol BGP: The BGP module can be configured to negotiate multiprotogppsrt
with its peers. Then, the BGP multicast routes will be insthlin the MRIB. See Chapter 8 for
information how to configure BGP.

e Stati c Routes: The Static Routes module can be used to configure staticsiraca multicast
routes. The unicast routes are added to the Unicast RIBewld multicast routes are added to the
MRIB. See Chapter 6 for information how to configure Staticfes.

e FI B2MRI B: Ifthere are no unicast routing protocols configured in XO&Bupply the MRIB routes,
then the FIB2ZMRIB module can be used to populate the MRIBWefEIB2ZMRIB module is enabled,
it will register with the FEA to read the whole unicast fordang table from the underlying system,
and to receive notifications for all future modifications ledit table. In other words, the FIB2MRIB
task is to replicate the unicast forwarding information battrouter into the MRIB. The FIB2MRIB
module can be enabled by the following configuration statesé

protocols {
fib2nrib {
di sable: fal se

}

}

12.3 Monitoring the MRIB

All operational commands for monitoring MRIB begin wilhow r out e t abl e. This section describes
those commands in details.

All RIB commands to view the RIB’s inner tables have the faflog form:

show route table {ipv4d | ipv6} {unicast | nulticast} <protocol >
The commands to view the MRIB have the following form:

show route table {ipv4 | ipv6} multicast <protocol >

The value okpr ot ocol > has to be one of the following:

e ebgp to show eBGP MBGP routes.
e fi b2nri bto show unicast routes for multicast extracted from kernel.

e final toshow MRIB winning routes.

INote that prior to XORP Release-1.1, thrabl e flag was used instead di sabl e to enable or disable each part of the
configuration.
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e i bgp to show iBGP MBGP routes.

e st ati c to show MRIB static routes.

For example, the following command can be used to show thé FlB2MRIB routes:

Xorp> show route table ipv4d nmulticast fib2nrib
Net wor k 10. 2. 0.0/ 24
Nexthop := 0.0.0.0

Metric := 65535 Protocol := fib2nrib Interface := dc2 Vif := dc2
Networ k 10. 3. 0.0/ 24

Nexthop := 0.0.0.0

Metric := 65535 Protocol := fib2nrib Interface := dcl Vif :=dcl
Net wor k 10. 4. 0.0/ 24

Next hop := 10.3.0.2

Metric := 65535 Protocol := fib2nrib Interface := dcl Vif :=dcl
Networ k 10.5.0.0/24

Next hop := 10.2.0.4

Metric := 65535 Protocol := fib2nrib Interface := dc2 Vif := dc2
Networ k 10. 6. 0.0/ 24

Nexthop := 10.2.0.1

Metric := 65535 Protocol := fib2nrib Interface := dc2 Vif := dc2

The final MRIB table can be shown with the following commanalites:

Xorp> show route table ipv4 multicast final
Networ k 10.2.0.0/ 24

Next hop := 10.2.0.2

Metric : = 0 Pr ot ocol
Net wor k 10. 3. 0.0/ 24

Next hop := 10.3.0.1

Metric : = 0 Prot ocol := connected Interface :
Net wor k 10. 4. 0.0/ 24

Next hop := 10.3.0.2

connect ed Interface := dc2 Vif 1= dc2

dcl Vif := dcl

Metric := 65535 Protocol := fib2nrib Interface := dcl Vif := dcl
Networ k 10.5.0.0/24

Nexthop := 10.2.0.4

Metric := 65535 Protocol := fib2nrib Interface := dc2 Vif := dc2
Net wor k 10. 6. 0.0/ 24

Next hop := 10.2.0.1

Metric := 65535 Protocol := fib2nrib Interface := dc2 Vif := dc2
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Chapter 13

SNMP

13.1 Terminology and Concepts

SNMP (Simple Network Management Protocol) is a mechanisnmi@anaging network and computer de-
vices. SNMP uses a manager/agent model for managing theedevlhe agent resides in the device, and
provides the interface to the physical device being managkd manager resides on the management sys-
tem and provides the interface between the user and the SNgi.aThe interface between the SNMP
manager and the SNMP agent uses a Management Informatien(H#3) and a small set of commands to
exchange information.

The MIB contains the set of variables/objects that are meahd@gg.,MTU on a network interface). Those
objects are organized in a tree structure where each objadeaf node. Each object has its uniqgue Object
IDentifier (OID). There are two types of objectscal ar andt abul ar . A scalar object defines a single
object instance. A tabular object defines multiple relatega instances that are grouped in MIB tables.
For example, the uptime on a device is a scalar object, bubthteng table in a router is a tabular object.

The set of commands used in SNMP are: GET, GET-NEXT, GET-RBE$FE, SET, and TRAP. GET and
GET-NEXT are used by the manager to request informationtadooobject. SET is used by the manager to
change the value of a specific object. GET-RESPONSE is us#tedl8NMP agent to return the requested
information by GET or GET-NEXT, or the the status of the SEEmgion. The TRAP command is used by
the agent to inform asynchronously the manager about th@mrwe of some events that are important to
the manager.

Currently there are three versions of SNMP:

e SNVPv1: This is the first version of the protocol. It is described inQREL57.
e SNMPv2: Thisis an evolution of the first version, and it adds a numbenprovements to SNMPvV1.

e SNVPv3: This version improves the security model in SNMPv2, and adgport for proxies.

13.2 Configuring SNMP

NOTE: Just before Release-1.1 we noticed that the SNMP suppds broken, hence it should not be
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enabled. This will be fixed immediately after the release.

Before configuring SNMP on XORP, you must make sure that SNi#part is compiled. For example,
when running / conf i gur e in the top-level XORP directory, you have to supply then t h- snnp flag:

./configure --with-snnp

13.2.1 Configuring Net-SNMP

XORP itself does not implement the SNMP protocol and reguane external SNMP implementation for
that. Currently, XORP supports only Net-SNMP ($ee p: / / www. net - snnp. or g) as such implementa-
tion. Before configuring SNMP in XORP, you must take the failog steps to configure your Net-SNMP
agent to run with XORP:

e You need Net-SNMP version 5.0.6 or greater.

e You must make i bnet snnpxor p. so accessible to your runtime loader. Depending on your system
that requires one of the following:

— Copyl i bnet snnpxor p. so to your library directory (typically usr/1 ocal /I i b).

— Set a linker environment variable (typicallyp_LI BRARY_PATH) to point to the directory where
the library is.

e To avoid opening security holes, we recommend allowing @MWMPv3 authenticated requests. If
you want to create a secure user, execute the comme&ndsnnp- confi g --creat e- snnpv3- user.
These are the settings that match the provigath. conf file inside thes{XORP}/ i bs/ snnpdscri pt s/
directory:

| User | Pass phrase | Security level|
| privuser | | am priv user| authPriv |

You must create at least one user if you want to be able to attesSNMP agent.

e snnpd can only respond to XRLs afteor p_i f _ni b_nodul e has been loaded. Adding the following
line to the filesnnpd. conf (by default located irf usr/ 1 ocal / shar e/ snnp) will preload this
module whersnnpd is started:

dl nod xorpd f_m b_nodul e <absolute path full fil enane>
For example:

dl mod xorp.if _m b_nmodul e /usr/1ocal/xorp/ m bs/xorpif _m b_nodul e. so
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13.2.2 Configuration Syntax

protocols {
snnp {
target name: text
m b- modul e text {
abs- pat h: text
m b-i ndex: uint
}
}
}

pr ot ocol s: this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that SNMP configuration is under ph@t ocol s node in the configuration.

snnp: this delimits the SNMP configuration part of the XORP rowtenfiguration.

t ar get name: this is the name for this instance of SNMP. It defaults tor‘p_i f _mi b”, and it is not
recommended that this default is overridden under normegeiscenarios.

m b- nodul e: this specifies the MIB module to configure. It should be seéh&MIB module file name
(without the file name extension).

For each MIB, the following parameters can be configured:

abs- pat h: this is the absolute path to the module file with the MIB todoa
m b-i ndex: this is the MIB index. It is set internally by XORP when a MIBodule is loaded,
and should not be set in the XORP configuration.

Below is a sample SNMP configuration that configures a BGP MIB:

protocols {
snnp {
m b- modul e bgp4_m b_1657 {
abs-path: "/usr/local/xorp/ mbs/bgp4m b_1657. so"

}

}
}

13.3 Using SNMP to Monitor a Router

Currently (April 2005) XORP does not provide SNMP-relatge@ational commands.

However, there are few client-side scripts that can be usedperiment with the SNMP agent:

e The scripts are in th&{XORP}/ m bs/ snnpdscri pt s/ directory, and they use the client-side Net-
SNMP tools to communicate with the agent. They rely ondilep. conf in the same directory to
provide valid default values for the SNMP version to use,uber, community and security level. If
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your agent was configured with the default security userasiggl in Section 13.2.1, you should copy
the${XORP}/ mi bs/ snnpdscri pt s/ snnp. conf file to ${HOVE}/ . snnp/ snnp. conf . Otherwise,
you’ll have to create your owsinnp. conf so it matches your settings.

You must make XORP textual MIB file$s{XORP}/ mi bs/ t ext ual / *. t xt ) accessible to the Net-
SNMP command line tools. Either set tMeBDI RS environment variablenfan snnpcnd( 1)) to

point to that directory or copy those files to your MIBS dimgt(default is usr/ | ocal / shar e/ snnp/ ni bs).
For instance (i&h is the login shell):

export M BDI RS=+/usr /1 ocal / xor p/ m bs/t ext ual

You must tell Net-SNMP about specific MIB modules that you Wé using. Thev BS environment
variable can be used for that purpose. For BGP4-MIB you wduolf sh is the login shell):

export M BS=+BGP4-M B
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Chapter 14

User Management

Currently, XORP does not support user management. If XOREising on a multi-access UNIX system,
an user who needs an access to XORP must have an UNIX accotin&tosystem. See Chapter 16 for
information about user management if XORP is running fronivaCD.

Any user on a multi-access UNIX system can start andxusesh in operational mode. However, only
users that belong to the “xorp” UNIX group can raar psh in configurational mode.

In the future XORP will provide better user access controtiamism, and will provide a mechanism for
user managemeng.g.,adding and deleting users that can access XORP, etc).
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Chapter 15

Diagnostics and Debugging

15.1 Debugging and Diagnostic Commands

XORP supports severail operational commandsdnpsh that can be used for debugging or diagnostics

purpose.

Thepi ng <host > command can be used to test if a network host responds to ICGHCEREQUEST
packets:

Xorp> ping 10.3.0.2

PING 10.3.0.2 (10.3.0.2): 56 data bytes

64 bytes from 10.3.0.2: icnp-seq=0 ttl=64 tine=0.281
64 bytes from 10.3.0.2: icnpseqg=1 ttl =64 tine=0.244
64 bytes from 10.3.0.2: icnp-seq=2 ttl=64 tine=0.302
64 bytes from 10.3.0.2: icnpseq=3 ttl =64 tine=0.275
Xor p> ping 10.3.0.2

Command i nterrupt ed!

3333

Thepi ng command can be interrupted by t@er | - Ckey combination.

Thet racer out e <host >command can be used to print the route packets take to a riehwst:

Xorp> traceroute 10.4.0.2

traceroute to 10.4.0.2 (10.4.0.2), 64 hops max, 44 byte packets
1 xorp3-t2 (10.3.0.2) 0.451 nms 0.366 ns 0.384 ns

2 xorp7-t0 (10.4.0.2) 0.596 ns 0.499 ns 0.527 ns

Thet r acer out e command can be interrupted by t@er | - Ckey combination.
Theshow host commands can be used to display various information abeutast itself.

Theshow host dat e command can be used to show the host current date:

Xor p> show host date
Mon Apr 11 15:01: 35 PDT 2005

Theshow host name command can be used to show the host name:
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Xor p> show host nane
xor p2

Theshow host os command can be used to show details about the host opergsitegs

Xor p> show host os
FreeBSD xor p2 4. 9- RELEASE FreeBSD 4. 9- RELEASE #0: Wed May 19 18:56:49 PDT 2004
atanu@orpc.icir.org:/scratch/xorpc/u3/obj/home/ xorpc/u2/freebsd4. 9. usr/src/sys/ XORP-4.9 i 386

120



Chapter 16

XORP Live CD

The XORP Live CD is a bootable CD for x86 PCs. The Live CD seevasmber of purposes:
e It's an easy way to try out XORP without needing to compiletamg or reformat the disk on your
PC.
e It's a quick way to get a relatively secure router on demand.
e It's a great tool for a student lab session, requiring ncailegion.
See the XORP Web sitéx(t p: / / www. xor p. or g/ ) for information how to download the lastest version

of the XORP LiveCD ISO image. Once you've downloaded the CBgm you will need to burn it using a
CD-R or CD-RW drive. For example, in case of FreeBSD you caiphi run:

burncd -f /dev/acdOc -e data LiveCD.iso fixate

See the XORP Web site for some URLSs with instructions on holuta CD images on other systems.

16.1 Running the Live CD

To boot from the Live CD, your PC needs to have the CD-ROM desiet as the primary boot device. If
this is not already the case, you will need to modify the sg#iin the BIOS. The boot order should along
the lines of:

1. CD drive.

2. Floppy Disk.

3. Hard Disk.
The order of the floppy and hard disk are unimportant, jusbeg ks they’re after the CD drive in the boot
order. This is usually pretty easy to change in the BIOS - yéghinwvant to make a note of the original

boot order in case you want to switch it back afterwards. @gihy to change BIOS settings, you hold down
Delete or F2 (depending on your PC) just after you restart jAGLL
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If you want the router to store any configuration changes yaemade when it is rebooted, you'll also
need a floppy disk, but you can try the Live CD without this.

Then reboot the PC. The PC should boot from the CD. Normablyilltdisplay a low resolution XORP
logo for 30 seconds to a minute while booting completes. ySotinere’s no progress bar to let you know
anything is happening.

If you've got a floppy in the floppy drive, and you've done thefdre, then the XORP configuration will be
copied into the memory filesystem, along with passwordg] kelgs, etc. Then the XORP routing protocols
will be started.

If there’s no floppy in the drive, or it doesn’t have the filesioiat XORP expects, then a simple interactive
script will run to allow you to configure passwords and deaidigch network interfaces you want XORP to
use.

16.2 Starting XORP the First Time

The startup script that runs the first time you run XORP iseggiimple. If there’s no floppy in the floppy
drive, or it's not DOS-formatted, you'll be presented witlvarning similar to the one in Figure 16.1.

WORP failed to mount the floppy drive, The error meszage was:
mount_mzdoz: Adew fdd: Inputdoutput error

Thiz may be because there waz no Floppy in the drive, because the
floppy was damaged, or becauze the floppy iz not D05 formatted,

Figure 16.1: LiveCD missing floppy-related warning

Hit enter, and you'll be given the choices shown in Figure216.

Use the cursor keys to move up and down to choose an optiorhiaanter.

If you hadn’t got a floppy in the drive, you can add one now, aldct 1.

If your floppy is not DOS formatted, you can reformat it (engsall the data on it) by selecting 3.

If you don’t have a floppy to hand, you can continue by selgcBinbut you won't be able to preserve any
configuration changes you make later.

If you now have a blank writable DOS formatted floppy in the figmrive, you'll get the notice shown in
Figure 16.3.
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What do you want to do about the floppy drive?

Ty again to mount the Flopoy,

2 Continue without the ability to szawe files,
3 Attempt to reformat the floppy.

4 Reboot the machine,

Figure 16.2: LiveCD floppy-related menu

The floppy does not contain a XORP file manifest,
We will need to create a xorp config file and set passwords,

Figure 16.3: LiveCD floppy-related message

Hit Enter, and you will be prompted to enter the root passwordhe FreeBSD system. This will allow you
to login to the machine as the superuser to diagnose anygunsblor to see how XORP works behind the
scenes.

Next you will be prompted to enter the password for the "xangér account. On a normal XORP router,
you might have many user accounts for the different routeriaidtrators, but on the Live CD we just create
one user called "xorp”. Please do enter a reasonable passa®ihis user will be able to login over the
network using the ssh secure shell and this password.

Finally you will be prompted as to which network interfacesiywish XORP to manage. These interfaces
will show up in the default XORP configuration file, ready tovédP addresses assigned. The menu looks
like the one shown in Figure 16.4.

Typically you will only want XORP to manage Ethernet intexda and the loopback interface from the Live
CD at this stage, because currently XORP has no built-inaaippr dial-up links. Move up and down using
the cursor keys, and hit space to select or unselect an ofaioiX” implies the option is selected). When
you are finished, hit Tab, to select the "OK” button, and hitégn

That's it. XORP will now finish booting.
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These are the active network interfaces in your machine,
Chooze the interfaces for KORP to manage, If you don't
know what these are, the defaults are probably 0K,

Hit TAR to select 0K when you're daone.

|]H[| I k0 (Ethernet)
dcl [Ethernet)

1p0 (779)

pppll (Point-to-point protocol )
sl (Serial-line IP)

faithl (IPvE-to-IPwd TCP relay)
lof) {Loopback interface)

[ 0K ] Cancel

Figure 16.4: LiveCD network interfaces menu

Once XORP has finished booting, you will be presented withgmlprompt, and you can login to XORP
as the "xorp” user with the password you have chosen, andhtttevith the XORP command line interface
to complete the configuration, assign IP addresses, etc.

16.3 Saving Config

The location of the router configuration file used by XORP cansét using command line parameters,
so different XORP systems might choose to use a differerdtime for this file. On the Live CD, the
configuration file is stored ihet ¢/ xor p. cf g.

If you change the router configuration using the XORP sheltl want to save it, you need to enter the
following in configuration mode:

XORP> save /etc/xorp.cfg

If you save to any other location, the file will still be pregesd on the floppy, but will not be loaded auto-
matically the next time XORP reboots.
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16.4 Debugging

The Live CD includes two versions of the XORP system binari€he normal version is mounted in a
memory filesystem iriusr/ | ocal / xor p</ B>. This version has had the debugging systems stripped so
that the binaries are small enough to reside in a memory $lesy. This allows them to load quickly, and

to run on a PC with less memory.

If you need a debugging version, you can run the following @nd:
umount /usr/ | ocal / xorp

A second copy of usr/ | ocal / xor p with debugging binaries resides on the CD, and is revealeshiie
memory filesystem is unmounted. These binaries are ratigg, land load slowly, so don’t use them unless
you really need them. Using them rather assumes you know HO®RXworks internally, so is beyond the
scope of this tutorial.

16.5 Interface Naming

If you're used to Linux, you may be surprised that FreeBSD emiitis Ethernet interfaces with names like
f xp0, f xpl,dcO andxl 3, rather tharet h0, et h1, etc. The advantage is that you can tell exactly what the
device driver is that’s being used, and that if you know yovehane Intel 10/100 and one DEC Tulip in the
machine, you know they’ll be callefdkp0 anddc0, no matter which PCI slot they're in. The disadvantage
is that it's more confusing for beginners who don’t want t@krthis detail.

Some people get religious about such things. We don't - tissrgflects the underlying operating system’s
naming convention. If you ran XORP on Linux, you'd s&enO0, etc.
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