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The plan

The DFS FEB2007 upgrade plan was provided at:

http://websqa.hq.eso.org/sdd/bin/view/SEG/DayByDayFeb2007UpgradePlan

and submitted for review to Paranal and La Silla a couple of months ago. It expected all DFS machines to be upgraded as following at Paranal:

- new DELL 2950 2xCPUs Dual Core replacing HP machines on all OlasWSs

- more powerful Linux boxes on PipelineWSs (DELL 2950 2xCPUs Dual Core, instead of 2850)

- new OlasWS for VISTA (DELL 2950 2xCPUs Dual Core, with 3 TB of disk capacity) ready to use but with Olas software disabled to prevent any transfer of raw frames from an InstWS.

- all OlasWSs, PipelineWSs and UserWSs running Scientific Linux 4.3

In La Silla, the hardware was upgraded as follows:

· Dell PowerEdge 2900 (tower version of the 2950) on all OLAS workstations,

· Dell PowerEdge 2800 on all pipeline workstations (including 2p2, which had no dedicated pipeline workstation),

· Dell Precision 650 on all offline workstations.

The actual upgrade

Despite a high number of machines to be upgraded -16 at Paranal, plus 9 at La Silla, which is the highest SEG had to deal with so far - the actual upgrade went particularly fine. Not only we could upgrade the machines and the software on time following the original day-by-day plan:

http://websqa.hq.eso.org/sdd/bin/view/SEG/DayByDayFeb2007UpgradePlan
but impact on operations was hopefully reduced to the maximum: no technical downtime required, less than one hour to swap a PipelineWS or a UserWS, less than two hours to swap an OlasWS, during daytime.

Probably a few reasons for that:

- new machines were checked, pre-installed and configured about 2 months ago in Garching

- they were already online (IP address, hostname) when we arrived at Paranal

- spares could be used for the UserWSs

In La Silla, some problems were encountered with non-standard software on the 2p2 offline workstation, and in particular with the FEROS pipeline. In addition, the Short-Time Scheduler used by HARPS on 3p6 was not operational the first night.

These issues were however not caused by DFS or VLT software to our knowledge. No technical downtime was recorded in La Silla either.

The installation was done according to the DFS Installation Guide:

http://www.eso.org/projects/dfs/dfs-shared/doc/19000/VLT-SPE-ESO-19000-1781-V16.PDF

and was then verified manually following the DFS installation check-list:

http://websqa.hq.eso.org/sdd/bin/view/SEG/DfsFeb2007checklist

and automatically using the 'dfscheck.sh' tool. At the moment, the latter does not report any error or warning.
Functional testing was performed on all DFS operational machines running testcases described at:

http://websqa.hq.eso.org/sdd/bin/view/SEG/DfsFeb2007OnSiteIntegrationTestReport

The new DFS FEB2007 (dfs-5_0) release now provides:

- a brand new Data Organiser written in Java offering a high level of robustness, improved logs and instrument-specific rule files based on OCA.

- new CPL and pipeline releases to support forthcoming period79

- java tools (P2PP, OT, Mask Tracker, Gasgano, dfslog GUI) ported to Java 5.0

- a few functional improvements (P2PP, Olas, Gasgano, dfslog)

Further details and Release Notes can be found at:

http://websqa.hq.eso.org/sdd/bin/view/SEG/DfsFeb2007Overview

Training on the DFS FEB2007 installation, configuration and trouble shooting has been provided to DHA. The update of the main introductory DFS document - the DFS High level User's Guide - has presented as well to DHA.

Hints, issues and suggestions for improvements

In order to ease trouble shooting in case of wrong behavior of a DFS application, we suggest to run the 'dfscheck.sh' tool as 'flowmgr' account on all DFS machines, as often as possible. This tool performs a high number of verifications on the DFS environment (accounts, variables, protection of directories, CCS, etc) and therefore detects any inconsistency or unexpected change.

We also provide a new tool, called 'checkAllDfs.sh' (for Paranal) or ‘checkAllDfsLS.sh’ (for La Silla). This tool can be run from any OlasWS as 'flowmgr'. It extracts all errors from all DFS logs on every machine and sorts them out. It is complementary to the dfslog GUI, which unfortunately at the moment displays errors from the OLAS processes only (i.e. not from the new DataOrganiser, not from the pipeline logs, not from the FTU on the UserWS, for instance). Such tool seems quite important to more quickly and efficiently close the observation loop. For instance, it already detected several incoming raw frames having wrong keyword values:

· missing DET CHIP1, CHIP ID nor DET NAME keywords

· exposure number (TPL.EXPNO) larger than the total number of exposures (TPL.NEXP), especially for AMBER

which very likely will not be reduced.

It also reports any Reduction Blocks which failed with related error messages.

It would therefore be useful to run that tool on a daily basis, let's say after the day calibration and send results to instrument scientists.

At a latter stage, it could also be interesting to see how to integrate the 'checkAllDfs.sh' tool to the current dfslog (maybe a simple wrapper which would feed dfslog with 'checkAllDfs.sh' output, instead of modifying the DO, all pipelines, the FTU, etc, to produce logs compatible with dfslog).

It is also worthwhile to mention that 'checkAllDfs.sh' is complementary to the 'fitsVerify' which was put in place a couple of years ago, and provides offline other kind of checks. Actually, a review of required checks may be useful to confirm that we do not miss any important verification and which one may cause which undesirable effect.

The old DO is still available but has been disabled by aliasing its starting and stopping scripts.

A few issues have been raised during the commissioning, and all could be fixed so far:

· minor configuration issues (e.g. frameIngest failing at first because of an invalid environment variable (INS_ROOT), missing an .rtd-remote file to run RTD from Gasgano, ...)
==> DFS installation check-list updated

· scisoft failing because of a former setting which needed to be removed with the new DFS environment (ulimit)
==> .pecs updated accordingly, pending to send a reminder to DHA in case the .pecs is un-voluntarily set back

· non-DFS accounts to be reviewed and adjusted by Paranal software engineers in order to run non-DFS applications (e.g. jnps, mascot, ...)
==> if possible, installation instructions of non-DFS accounts or applications running on DFS machines should be communicated to SEG, in order to avoid inconsistencies with DFS settings.

· the Gasgano preference and rules (filter.rul, rules.rul) and scripts we've found are not always consistent among the DFS machines.
==> a useful improvement on Gasgano would be to enable to load 2 separate configuration files: a local one having only Paranal's settings, available on $HOME and not to be touched by SEG during DFS commissioning, plus a central configuration file under the ~flowmgr account containing settings to be updated any time a new pipeline release is provided (location of new pipeline recipes on disk).
==> in addition, a review of Paranal's settings may be useful to load and display data in a unified manner. I've already made a few changes, for instance, to be able to load any log and paf files generated by pipeline recipe executions. However, I could not go further, still I'm not very aware of Paranal's preferred settings.

· we tested many features of the DFS, including the transfer of pre-imaging data and normal data to NGAS in Garching, but we could not yet verify the transfer of RRM files.

· two tickets should hopefully be implemented soon by Garching:

· DFS03744 (have the new DO log naming and daily rotation features consistent with the DFS standard, e.g. similar to OLAS)
· DFS01890 (Dpmkspace - not deleting all nights in a dhs WS that is part of an NGAS setup)
Finally, there is still some room to even speed up the swap of OlasWSs by possibly having the /data and /cal directories on external  disks in Paranal. Much time could be saved by such a setup in La Silla. If a 'plug and play' solution would be available, it would avoid to copy hundreds GB of data.

Conclusion
The new DFS FEB2007 offers significant improvements
- OB ranking about 10 times faster via OT/ORANG, thanks to the new OlasWS running on a powerful Linux box

- distribution of VISIR/BURST data from the OlasWS about 10 times faster as well

- new DataOrganiser hopefully more robust

This DFS commissioning despite being the one with the highest number of machines to be upgraded went particularly well at Paranal and La Silla. No major issue has been raised. 

I wish to take this opportunity to specially thank DHA, the IT and software teams for their kindness and diligent support.

