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Intel® 82599 10 GbE Controller

Datasheet

PRODUCT FEATURES

General

Serial Flash Interface

4-wire SPI EEPROM Interface

Configurable LED operation for software or OEM customization
of LED displays

Protected EEPROM space for private configuration

Device disable capability

Package Size - 25 mm x 25 mm

Networking

Complies with the 10 Gb/s and 1 Gb/s Ethernet/802.3ap (KX/
KX4/KR) specification

Complies with the 10 Gb/s Ethernet/802.3ae (XAUI)
specification

Complies with the 1000BASE-BX specification

Complies with the IEEE 802.3x 100BASE-TX specification
Support for jumbo frames of up to 15.5 KB

Auto negotiation Clause 73 for supported mode

CX4 per 802.3ak

Flow control support: send/receive pause frames and receive
FIFO thresholds

Statistics for management and RMON

802.1q VLAN support

TCP segmentation offload: up to 256 KB

IPv6 support for IP/TCP and IP/UDP receive checksum offload
Fragmented UDP checksum offload for packet reassembly
Message Signaled Interrupts (MSI)

Message Signaled Interrupts (MSI-X)

Interrupt throttling control to limit maximum interrupt rate
and improve CPU usage

Receive packet split header

Multiple receive queues (Flow Director) 16 x 8 and 32 x 4
128 transmit queues

Receive header replication

Dynamic interrupt moderation

DCA support

TCP timer interrupts

NO snoop

Relaxed ordering

Support for 64 virtual machines per port (64 VMs x 2 queues)
Suppor; for Data Center Bridging (DCB)(802.1Qaz, 802.1Qbb,
802.1p

Host Interface

B PCle Base Specification 2.0 (2.5GT/s); 1.0 (5 GT/s)

B Bus width — x1, x2, x4, x8

B 64-bit address support for systems using more than 4 GB of
physical memory

MAC FUNCTIONS

B Descriptor ring management hardware for transmit and
receive

B ACPI register set and power down functionality supporting
DO and D3 states

B A mechanism for delaying/reducing transmit interrupts

B Software-controlled global reset bit (resets everything
except the configuration registers)

B Eight Software-Definable Pins (SDP) per port

B Four of the SDP pins can be configured as general-purpose
interrupts

® Wake up

H Ipv6 wake-up filters

B Configurable flexible filter (through EEPROM)

B LAN function disable capability

B Programmable memory transmit buffers (160 KB/port)

B Default configuration by EEPROM for all LEDs for pre-driver
functionality

B Support for SR-10V

Manageability

Eight VLAN L2 filters

16 flex L3 port filters

Four Flexible TCO filters

Four L3 address filters (IPv4)

Advanced pass through-compatible management packet
transmit/receive support

SMBus interface to an external manageability controller
NC-SI interface to an external manageability controller
Four L3 address filters (IPv6)

Four L2 address filters

Revision Number: 2.0
July 2009
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Revisions
Rev Date Notes
0.5 May 2008 Initial release (Intel Confidential). This release contains advanced information.
0.6 Oct 2008 Updated to reflect developments, corrections.
0.75 Feb 2009 Major update (all sections) - reflects latest device developments and corrections.
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2.0 July 2009 Initial release (Intel Public).
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1.0 Introduction

1.1 Scope

This document describes the external architecture (including device operation, pin descriptions, register
definitions, etc.) for the 82599, a dual 10 Gigabit Ethernet (GbE) Network Interface Controller.

This document is intended as a reference for logical design group, architecture validation, firmware
development, software device driver developers, board designers, test engineers, or anyone else who
may need specific technical or programming information about the 82599.

1.2 Product Overview

The 82599 is a derivative of previous generations of Intel 1 GbE and 10 GbE Network Interface Card
(NIC) designs. Many features of its predecessors remain intact; however, some have been removed or
modified as well as new features introduced.

1.2.1 82599 Silicon/Software Schedules

Note: Refer to the Intel® 82599 10 Gigabit Ethernet Controller Specification Update for the latest
82599 silicon and software support schedules.
The base software device driver supports the following interfaces:
= XAUI
* SFI
* KX/KX4

Linux software features include:
e LLI — Low Latency Interrupts
» DCA — Direct Cache Access)
» RSC — Receive Side Coalescing

= Header Split — This feature consists of splitting a packet header to a different memory space and
help the host to fetch headers only for processing

« Flow Director — A large number of flow affinity filters that direct receive packets by their flows to
queues for classification, load balancing, and matching between flows and CPU cores.
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Windows software features include:
e LLI
e DCA

= Header Split — This feature consists of splitting a packet header to a different memory space and
help the host to fetch headers only for processing

= Flow Director — A large number of flow affinity filters that direct receive packets by their flows to
queues for classification, load balancing, and matching between flows and CPU cores.

1.2.2 System Configurations

The 82599 is targeted for system configurations such as rack mounted or pedestal servers, where it can
be used as an add-on NIC or LAN on Motherboard (LOM). Another system configuration is for blade
servers, where the 82599 can be used in a LOM or mezzanine card.

4
PCle* (V2.0, 2.5GT/s or V1.0, 5GT/s) x 8

BMC/ SMBUS/

EEPROM/
ME € NC-sI Ethernet Controller

I I

MAUI PHY MAUI PHY

A A

L~
Network

Figure 1.1. Typical Rack / Pedestal System Configuration
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PCle* (V2.0, 2.5GT/s or V1.0, 5GT/s) x 8

SMBUS

BMC/ME <7\ cq)

A

Ethernet Controller

Backplane

10GbE Switch

EEPROM/FLASH

Figure 1.2.

Typical Blade System Configuration
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1.3 External Interfaces

PCle* (V2.0, 2.5GT/s or V1.0, 5GT/s) x 8

EEPROM I/F

Host Interface
Serial Flash I/F

100M/1G /710G
MAC 0

100M /1G/10G
MAC 1

MAUI_0 MAUI_1

l 1

Figure 1.3. 82599 External Interfaces Diagram

1.3.1 PCl-Express™ (PCle*) Interface

The 82599 supports PCle V1.0 (5GT/s). See Section 2.1.2 for full pin description and Section 11.4.3 for
interface timing characteristics.

1.3.2 Network Interfaces

The 82599 interfaces the network through the Multi-Speed Attachment Unit Interface also referred to
as the MAUI interface.

Two independent MAUI interfaces are used to connect two 82599 ports to external devices. Each MAUI
interface can be configured to interface using the following high speed links:
a. XAUI for connection to another XAUI compliant PHY device or optical module.

b. SGMII for connection to another SGMII compliant PHY using 1000BASE-BX or 1000BASE-KX
electrical signaling.

c. 1000BASE-KX for connection over a backplane to another 1000BASE-KX compliant device.
10GBASE-KX4 for connection over a backplane to another 10GBASE-KX4 device.
1000BASE-BX for connection over a backplane to another 1000BASE-BX compliant device.

12
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f. 10GBASE-CX4 for connection over a CX4 compliant cable to another 10GBASE-CX4 compliant
device.

g. SFI for connection to another SFI compliant PHY or optical module.
h. 10GBASE-KR for connection over a backplane to another 10GBASE-KR compliant device.
i. 10GBASE-BX4 for connection over a backplane to another 10GBASE-BX4 device.

The 82599 also supports:

« IEEE 802.3ae (10 Gb/s) implementations. It performs all of the functions required for transmission
and reception handling called out in the standards for a XAUl Media interface.

= |EEE 802.3ak, IEEE 802.3ap Backplane Ethernet (KX, KX4, or KR), and PICMG3.1 (BX only)
implementations including an Auto-Negotiation layer and PCS layer synchronization.

« SFP+ MSA (SFI) implementations.

These interfaces can be configured to operate in 100 Mb/s mode (SGMII), 1 Gb/s mode (SGMII, BX and
KX) and 10 Gb/s mode (XAUI, CX4, KX4, KR and SFI). In 100 Mb/s mode, 1 Gb/s mode and in KR and
SFI 10 Gb/s modes, only one of the four MAUI lanes (lane 0) is used and the remaining lanes (lanes 1
to 3) are powered down. For more information on how to configure the 82599 for 100 Mb/s,

1 Gb/s or 10 Gb/s operating modes, refer to Section 3.7.

Refer to Section 2.1.3 for full-pin descriptions and to the respective specifications (IEEE802.3, optical
module MSAs...). For the timing characteristics of those interfaces see the relevant external
specifications as listed in Section 11.4.4 for interface timing characteristics.

1.3.3 EEPROM Interface

The 82599 uses an EEPROM device for storing product configuration information. Several words of the
EEPROM are accessed automatically by the 82599 after reset in order to provide pre-boot configuration
data that must be available to it before it is accessed by host software. The remainder of the stored
information is accessed by various software modules used to report product configuration, serial
number, etc.

The 82599 uses a SPI (4-wire) serial EEPROM devices. Refer to Section 2.1.4 for the 1/0 pin
descriptions; Section 11.4.2.4 for timing characteristics of this interface and Section 11.6.2 for a list of
supported EEPROM devices.

1.3.4 Serial Flash Interface

The 82599 provides an external SPI serial interface to a Flash (or boot ROM) device. The 82599
supports serial Flash devices with up to 64 Mb (8 MB) of memory. The size of the Flash used by the
82599 can be configured by the EEPROM. See Section 2.1.5 for full pin description and Section 11.4.2.3
for interface timing characteristics.

Note: Though the 82599 supports devices with up to 8 MB of memory, bigger devices can also be
used. Accesses to memory beyond the Flash device size results in access wrapping as only
the lower address bits are used by the Flash control unit.

1.3.5 SMBus Interface

SMBus is an optional interface for pass-through and/or configuration traffic between an external MC
and the 82599.

The 82599's SMBus interface supports standard SMBus, up to a frequency of 400 KHz. Refer to
Section 2.1.6 for full-pin descriptions and Section 11.4.2.2 for timing characteristics of this interface.

13
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1.3.6 NC-SI Interface

NC-SI is an optional interface for pass-through traffic to and from a MC. The 82599 meets the NC-SI
version 1.0.0a specification.

Refer to Section 3.3 for an additional description of the NC-SI interface, Section 2.1.8 for the pin
descriptions, Section 10.5.1 for NC-SI programming and Section 11.4.1.4 for the timing characteristics.

1.3.7 MDIO Interfaces

The 82599 implements two serial management interfaces known as the Management Data Input/
Output (MDIO) Interface that controls and manages PHY devices (master side). This interface provides
the Media Access Controller (MAC) and software with the ability to monitor and control the state of the
PHY. The 82599 supports the MDIO frame formats specified in both IEEE802.3 clause 22 and IEEE802.3
clause 45 using the electrical specification defined in IEEE802.3 clause 22 (LVTTL signaling). The MDIO
interface can be controlled by software via a MDI single command and address register — MSCA (see
Section 8.2.3.22.11 for more details).

Each MDIO interface should be connected to the relevant PHY as shown in the following example (each
MDIO interface is driven by the appropriate MAC function).

Refer to Section 3.7.6 for complete description of the MDIO interface, Section 2.1.9 for the pin
descriptions, the MSCA register in Section 8.2.3.22.11, and Section 11.4.2.7 for the timing
characteristics.

MAUIO-—— >

XAUI PHY
MDIO_0— >
MAUI1—»

XAUI PHY
MDIO 1 »

Figure 1.4. MDIO Connection Example

1.3.8 12C Interfaces

The 82599 implements two serial management interfaces known as 1°C Management Interfaces for the
control and management of external optical modules (XFP and SFP+). This interface provides the MAC
and software with the ability to monitor and control the state of the optical module. The use, direction,
and values of the I12C pins are controlled and accessed using fields in the 12C Control (12CCTL) register.

Each 12C interface should be connected to the relevant PHY as shown in the following example (each
I2C interface is driven by the appropriate MAC function).

Refer to Section 2.1.7 for the pin descriptions, 12CCTL register information in Section 8.2.3.1.4 for 12c
programming, and Section 11.4.2.2 for timing characteristics.

14
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MAUIO—>» Optical
<« —1’)C 0> Module

< MAUI1—» Optical
’C_ 1 » Module

Figure 1.5. 12C Connection Example

1.3.9 Software-Definable Pins (SDP) Interface (General-Purpose 1/0)

The 82599 has eight SDP pins per port that can be used for miscellaneous hardware or software-
controllable purposes. These pins can each be individually configured to act as either input or output
pins. Via the SDP pins, the 82599 can support IEEE1588 auxiliary device connections, control of the low
speed optical module interface, and other functionality. For more details on the SDPs see Section 3.6
and the ESDP register information in Section 8.2.3.1.3.

1.3.10 LED Interface

The 82599 implements four output drivers intended for driving external LED circuits per port. Each of
the four LED outputs can be individually configured to select the particular event, state, or activity,
which is indicated on that output. In addition, each LED can be individually configured for output
polarity as well as for blinking versus non-blinking (steady-state) indications.

The configuration for LED outputs is specified via the LEDCTL register (see Section 8.2.3.1.5). In
addition, the hardware-default configuration for all LED outputs can be specified via an EEPROM field
(see Section 6.3.7.3), thereby supporting LED displays configured to a particular OEM preference.

See Section 2.1.11 for a full pin description.

1.4 Features Summary

Table 1.1 to Table 1.7 list the 82599's features in comparison to previous dual-port 1 Gb/s and 10 Gb/s
Ethernet controllers.

Table 1.1. General Features

Feature 82599 82598 Reserved
Serial Flash Interface Y
4-wire SPI EEPROM Interface Y Y
Configu_rabl_e LED Opera_tion for Software or OEM v v
Customization of LED Displays
Protected EEPROM Space for Private Configuration Y Y

15
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Table 1.1. General Features
Feature 82599 82598 Reserved
Device Disable Capability Y Y
Package Size 25 x 25 mm 31 x 31 mm
Watchdog Timer Y N
Time Sync (IEEE 1588) Y N
Table 1.2. Network Features
Feature 82599 82598 Reserved

Compliant With_t_he 10 Gb/s and 1 Gb/s Ethernet/802.3ap v Y
(KX/KX4) Specification

Compliant with the 10 Gb/s 802.3ap (KR) specification Y N
Support of 10GBASE-KR FEC Y

Compl_iant_ with the 10 Gb/s Ethernet/802.3ae (XAUI) v v
Specification

Compliant with SFI interface

Support for EDC N

Compliant with the 1000BASE-BX Specification

Operation at all Supported Speeds Y (100 Wb FDX) NA
10/100/1000 Copper PHY Integrated On-chip N N
Support Jumbo Frames of up to 15.5 KB y1

Auto-Negotiation Clause 73 for Supported Modes Y Y
FIow_ControI Support: Send/Receive Pause Frames and v Y
Receive FIFO Thresholds

Statistics for Management and RMON Y

802.1q VLAN Support \% Y
SerDes Interface for External PHY Connection or System v v
Interconnect

SGMII Interface Y (100 M/1G only)

SerDes Support of non Auto-Negotiation Partner Y Y
Double VLAN Y

1. The 82599 supports full-size 15.5 KB jumbo packets while in a basic mode of operation. When DCB mode is enabled, or security

engines enabled or virtualization is enabled, the 82599 supports 9.5 KB jumbo packets.

Table 1.3. Host Interface Features

Feature

82599

82598

Reserved

PCle* Host Interface

PCle V1.0 (5GT/s),
PCle V2.0 (2.5GT/s)

PCle V2.0 (2.5GT/s)

Number of Lanes

x1, X2, x4, x8

x1, X2, x4, x8

64-bit Address Support for Systems Using More Than 4 GB of

Physical Memory

Y

Y

Outstanding Requests for Tx Data Buffers

16

16

16
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Table 1.3. Host Interface Features
Feature 82599 82598 Reserved
Outstanding Requests for Tx Descriptors 8 8
Outstanding Requests for Rx Descriptors 8 4
Credits for P-H/P-D/NP-H/NP-D (shared for the 2 ports) 16/16/4/4 8/16/4/4
Max Payload Size Supported 512B 256B
Max Request Size Supported 2KB 256B
Link Layer Retry Buffer Size (shared for the 2 ports) 3.4KB 2KB
Vital Product Data (VPD) Y N
End to End CRC (ECRC) Y N
Table 1.4. LAN Functions Features
Feature 82599 82598 Reserved
Programmable Host Memory Receive Buffers Y Y
Desc_riptor Ring Management Hardware for Transmit and v Y
Receive
ACPI Register Set and Power Down Functionality Supporting v v
DO & D3 States
Integrated LinkSec security engines: AES-GCM 128-bit;
Encryption + Authentication; One SC x 2 SA per port. Replay Y N
Protection with Zero Window
Integrated IPsec security engines: AES-GCM 128bit; AH or
ESP encapsulation; IPv4 and IPv6 (no option or extended 1024 SA / port N
headers)
Software-Contrqlled G_Iobal Reset Bit (Resets Everything v v
Except the Configuration Registers)
Software-Definable Pins (SDP); (per port) 8 8
Four SDP Pins can be Configured as General Purpose v v
Interrupts
Wake-on-LAN (WolL) Y Y
IPv6 Wake-up Filters Y Y
Configurable (through EEPROM) Wake-up Flexible Filters Y Y
Defau_lt Covnfiguration by EEPROM for all LEDs for Pre-Driver v v
Functionality
LAN Function Disable Capability Y Y
Programmable Memory Transmit Buffers 160 KB / port 320 KB / port
Programmable Memory Receive Buffers 512 KB / port 512 KB / port
Table 1.5. LAN Performance Features
Feature 82599 82598 Reserved

TCP/UDP Segmentation Offload

256 KB in all modes

256 KB in legacy
mode, 32 KB in DCB

TSO Interleaving for Reduced Latency

Y

N

TCP Receive Side Coalescing (RSC)

32 flows / port

N
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Table 1.5. LAN Performance Features
Feature 82599 82598 Reserved

Data Center Bridging (DCB), IEEE Compliance to:

Priority Groups (up to 8) and Bandwidth Allocation (ETS) v Y
IEEE802.1Qaz Y v
Priority-based Flow Control (PFC) IEEE802.1Qbb

Transmit Rate Scheduler Y N
IPv6 Support for IP/TCP and IP/UDP Receive Checksum

Y Y

Offload

Fragmented UDP Checksum Offload for Packet Reassembly Y

FCoE Tx / Rx CRC Offload Y N
FCoE Transmit Segmentation 256 KB

512 outstanding
FCoE Coalescing and Direct Data Placement Read — Write N
requests / port
Message Signaled Interrupts (MSI) Y Y
Message Signaled Interrupts (MSI-X) Y Y
Interrupt Throttling Control to Limit Maximum Interrupt Rate
Y Y

and Improve CPU Use

Rx Packet Split Header Y Y

. . 8x8
Multiple Rx Queues (RSS) Y (multiple modes)
16x4

Flow Director Filters: up to 32 KB Flows by Hash Filters or up v N
to 8 KB Perfect Match Filters

Number of Rx Queues (per port) 128 64
Number of Tx Queues (per port) 128 32
Low Latency Interrupts

DCA Support

TCP Timer Interrupts Yes to all Yes to all
No Snoop

Relax Ordering

Rate Control of Low Latency Interrupts Y N
Table 1.6. Virtualization Features

Feature 82599 82598 Reserved

Support for Virtual Machine Device Queues (VMDQ) 64 16
L2 Ethernet MAC Address Filters (unicast and multicast) 128 16
L2 VLAN filters 64 -
PCI-SIG SR IOV Y N
Multicast and Broadcast Packet Replication Y N
Packet Mirroring Y N
Packet Loopback Y N
Traffic Shaping Y N
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Table 1.7. Manageability Features

Feature 82599 82598 Reserved
Advanced Pass Through-Compatible Management Packet v Y
Transmit/Receive Support
SMBus Interface to an External MC Y Y
NC-SI Interface to an External MC Y Y
New Management Protocol Standards Support (NC-SI) Y Y
L2 Address Filters 4 4
VLAN L2 Filters 8 8
Flex L3 Port Filters 16 16
Flexible TCO Filters 4 4
L3 Address Filters (IPv4)
L3 Address Filters (IPv6) 4 4
1.5 Overview of New Capabilities Beyond the 82598

1.5.1 Security

The 82599 supports the IEEE P802.1AE LinkSec specification. It incorporates an inline packet crypto
unit to support both privacy and integrity checks on a packet by packet basis. The transmit data path
includes both encryption and signing engines. On the receive data path, the 82599 includes both
decryption and integrity checkers. The crypto engines use the AES GCM algorithm, which is designed to
support the 802.1AE protocol. Note that both host traffic and Manageability Controller (MC)
management traffic might be subject to authentication and/or encryption.

The 82599 supports IPsec offload for a given number of flows. It is the operating system’s responsibility
to submit (to hardware) the most loaded flows in order to take maximum benefits of the IPsec offload
in terms of CPU utilization savings. Main features are:

= Offload IPsec for up to 1024 Security Associations (SA) for each of Tx and Rx
AH and ESP protocols for authentication and encryption

AES-128-GMAC and AES-128-GCM crypto engines

Transport mode encapsulation

IPv4 and IPv6 versions (no options or extension headers)

1.5.2 Transmit Rate Limiting

The 82599 supports Transmit Rate Scheduler (TRS) in addition to the Data Center Bridging (DCB)
functionality provided in 82598. TRS is enabled for each transmit queue. The following modes of TRS
are used:

= Frame Overhead — IPG is extended by a fixed value for all transmit queues.

= Payload Rate — IPG, stretched relative to frame size, provides pre-determined data (bytes) rates
for each transmit queue.

19
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1.5.3 Fibre Channel over Ethernet (FCoE)

Fibre Channel (FC) is the predominant protocol used in Storage Area Networks (SAN). Fibre Channel
over Ethernet (FCoE) enables a connection between an Ethernet storage initiator and legacy FC storage
targets or a complete Ethernet connection between a storage initiator and a device.

Existing FC Host Bus Adapters (HBAs) used to connect between FC initiator and FC targets provide full
offload of the FC protocol to the initiator that enables maximizing storage performance. The 82599
offloads the main data path of 1/0 Read and Write commands to the storage target.

1.5.4 Performance

The 82599 improves on previous 10 GbE products in the following performance vectors:

e Throughput — The 82599 aims to provide wire speed dual-port 10 Gb/s throughput. This is
accomplished using the PCle physical layer (PCle V1.0 (5GT/s)), by tuning the internal pipeline to
10 Gb/s operation, and by enhancing the PCle concurrency capabilities.

* Latency — The 82599 reduces end-to-end latency for high priority traffic in presence of other
traffic. Specifically, the 82599 reduces the delay caused by preceding TCP Segmentation Offload
(TSO) packets. Unlike previous products, a TSO packet might be interleaved with other packets
going to the wire. Interleaving is done at the Ethernet packet boundary, therefore reducing the
maximum delay due to a TSO from a TSO-worth of data to an MTU-worth of data.

« CPU utilization — The 82599 supports reduction in CPU utilization, mainly by supporting Receive
Side Coalescing (RSC)

* Flow affinity filters

1.5.4.1 Receive Side Coalescing (RSC)

RSC coalesces incoming TCP/IP packets into larger receive segments. It is the inverse operation to TSO
on the transmit side. It has the same motivation, reducing CPU utilization by executing the TCP/IP stack
only once for a set of received Ethernet packets. The 82599 can handle up to 32 flows per port at any
given time. See Section 7.11 for more details on RSC.

1.5.4.2 Tx Descriptor Write-Back

This is a small improvement to the way Tx descriptors are written back to memory. Instead of writing
back the DD bit into the descriptor location, the head pointer is updated in system memory. The change
from previous products is that the head pointer is updated based on the RS bit or according to
WTHRESH setting or prior to expiration of the corresponding interrupt vector.

1.5.4.3 PCle V1.0 (5GT/s)

Several changes are defined in the size of PCle transactions to improve the performance in
virtualization environments. Larger request sizes decrease the number of independent transactions on
PCle and therefore decreases trashing of the IOTLB cache. Changes include:

< Increase in the number of outstanding requests (data, descriptors) to a total of 32 requests
« Increase in the number of credits for posted transaction (such as for tail updates) to 16
« Increase in the maximum payload size supported from 256 bytes to 512 bytes

« Increase in the supported maximum read request size from 256 bytes to 2 KB. Note that the
amount of outstanding request data does not change. That is, if the 82599 supports N outstanding
requests of 256 bytes, then it would support N/2 requests of 512 bytes, etc.

« Retry buffer size — The link layer retry buffer size increases to 3.4 KB to meet the higher speed of
PCle V1.0 (5GT/s).
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1.5.5 Rx/Tx Queues and Rx Filtering
The 82599 Tx and Rx queues have increased in size to 128 Tx queues and 128 Rx queues. Additional
filtering capabilities are provided based on:

* L2 Ethertype

= 5-tuples

= SYN identification

= Flow Director — a large number of flow affinity filters that direct receive packets by their flows to
queues for classification, load balancing, and matching between flows and CPU cores.

See Section 7.0 for a complete description.

1.5.6 Interrupts

Several changes in the interrupt scheme are available in the 82599:
= Control over the rate of Low Latency Interrupts (LLI)
« Extensions to the filters that invoke LLIs
= Additional MSI-X vectors for the five-tuple filters and for 10V virtualization

See Section 7.3 for more details.

1.5.7 Virtualization

See Section 7.10 for more details.

1.5.7.1 PCI- IOV
The 82599 supports the PCI-SIG single-root 1/0 Virtualization initiative (SR-10V), including the
following functionality:
= Replication of PCI configuration space
= Allocation of BAR space per virtual function
= Allocation of requester ID per virtual function
= Virtualization of interrupts
The 82599 provides the infrastructure for direct assignment architectures through a mailbox

mechanism. Virtual Functions (VFs) might communicate with the Physical Function (PF) through the
mailbox and the PF can allocate shared resources through the mailbox channel.

1.5.7.2 Packet Filtering and Replication
The 82599 adds extensive coverage for packet filtering for virtualization by supporting the following
filtering modes:

= Filtering by unicast Ethernet MAC address

= Filtering by VLAN tag

= Filtering of multicast Ethernet MAC address

= Filtering of broadcast packets
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For each of the above categories, the 82599 can replicate packets to multiple Virtual Machines (VMs).
Various mirroring modes are supported, including mirroring a VM, a Virtual LAN (VLAN), or all traffic
into a specific VM.

1.5.7.3 Packet Switching

The 82599 forwards transmit packets from a transmit queue to an Rx software queue to support VM-VM
communication. Transmit packets are filtered to an Rx queue based on the same criteria as packets
received from the wire.

1.5.7.4 Traffic Shaping

Transmit bandwidth is allocated among the virtual interfaces to avoid unfair use of bandwidth by a
single VM. Allocation is done separately per DCB traffic class so that bandwidth assignment to each
traffic class is partitioned among the different VMs.

1.5.8 VPD

The 82599 supports VPD capability defined in the PCI Specification, version 3.0. See Section 3.4.9 for
more details.

1.5.9 Double VLAN

The 82599 supports a mode where all received and sent packets have at least one VLAN tag in addition
to the regular tagging that can optionally be added. This mode is used for systems where the switches
add an additional tag containing switching information.

When a port is configured to double VLAN, the 82599 assumes that all packets received or sent to this
port have at least one VLAN. The only exception to this rule is flow control packets, which don't have a
VLAN tag. See Section 7.4.5 for more details.

1.5.10 Time Sync — IEEE 1588 — Precision Time Protocol (PTP)

The IEEE 1588 International Standard lets networked Ethernet equipment synchronize internal clocks
according to a network master clock. The protocol is implemented mostly in software, with the 82599
providing accurate time measurements of special Tx and Rx packets close to the Ethernet link. These
packets measure the latency between the master clock and an end-point clock in both link directions.
The endpoint can then acquire an accurate estimate of the master time by compensating for link
latency. See Section 7.9 for more details.

The 82599 provides the following support for the IEEE 1588 protocol:

« Detecting specific PTP Rx packets and capturing the time of arrival of such packets in dedicated
CSRs

« Detecting specific PTP Tx packets and capturing the time of transmission of such packets in
dedicated CSRs
= A software-visible reference clock for the above time captures

1.6 Conventions

1.6.1 Terminology and Acronyms

See Section 15.0 for a list of terminology and acronyms used throughout this document.
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1.6.2 Byte Ordering

This section defines the organization of registers and memory transfers, as it relates to information
carried over the network:

« Any register defined in big endian notation can be transferred as is to/from Tx and Rx buffers in the
host memory. Big endian notation is also referred to as being in network order or ordering.

= Any register defined in little endian notation must be swapped before it is transferred to/from Tx
and Rx buffers in the host memory. Registers in little endian order are referred to being in host
order or ordering.

Tx and Rx buffers are defined as being in network ordering; they are transferred as is over the network.

Note: Registers not transferred on the wire are defined in little endian notation. Registers
transferred on the wire are defined in big endian notation, unless specified differently.

1.7 Register/Bit Notations

This document refers to device register names with all capital letters. To refer to a specific bit in a
register the convention REGISTER.BIT is used. For example CTRL.GIO Master Disable refers to the GIO
Master Disable bit in the Device Control Register (CTRL).

This document also refers to bit names as initial capital letters in an italic font. For example, GIO Master
Disable.

1.8 References
The 82599 implements features from the following specifications:

IEEE Specifications

« |EEE standard 802.3-2005 (Ethernet). Incorporates various IEEE Standards previously published
separately. Institute of Electrical and Electronic Engineers (IEEE).

= 10GBASE-X — An IEEE 802.3 physical coding sublayer for 10 Gb/s operation over XAUI and four
lane PMDs as per IEEE 802.3 Clause 48.

= 1000BASE-CX — 1000BASE-X over specially shielded 150 Q balanced copper jumper cable
assemblies as specified in IEEE 802.3 Clause 39.

= 10GBASE-LX4 — IEEE 802.3 Physical Layer specification for 10 Gb/s using 10GBASE-X encoding
over four WWDM lanes over multimode fiber as specified in IEEE 802.3 Clause 54.

» 10GBASE-CX4 — IEEE 802.3 Physical Layer specification for 10 Gb/s using 10GBASE-X encoding
over four lanes of 100 Q shielded balanced copper cabling as specified in IEEE 802.3 Clause 54.

= 1000BASE-KX — IEEE 802.3ap Physical Layer specification for 1 Gb/s using 1000BASE-X encoding
over an electrical backplane as specified in IEEE 802.3 Clause 70.

= 10GBASE-KX4 — IEEE 802.3ap Physical Layer specification for 10 Gb/s using 10GBASE-X encoding
over an electrical backplane as specified in IEEE 802.3 Clause 71.

= 10GBASE-KR — IEEE 802.3ap Physical Layer specification for 10 Gb/s using 10GBASE-R encoding
over an electrical backplane as specified in IEEE 802.3 Clause 72.

= 1000BASE-BX — 1000BASE-BX is the PICMG 3.1 electrical specification for transmission of 1 Gb/s
Ethernet or 1 Gb/s Fibre Channel encoded data over the backplane.

= 1000BASE-BX4 — 10000BASE-BX4 is the PICMG 3.1 electrical specification for transmission of 10
Gb/s Ethernet or 10 Gb/s Fibre Channel encoded data over the backplane.

« |EEE standard 802.3ap, draft D3.2.
« |EEE standard 1149.1, 2001 Edition (JTAG). Institute of Electrical and Electronics Engineers (IEEE).

23



| ®
l n tel ) 82599 10 GbE Controller — Introduction

IEEE standard 802.1Q for VLAN.

IEEE 1588 International Standard, Precision clock synchronization protocol for networked
measurement and control systems, 2004-09.

IEEE P802.1AE/D5.1, Media Access Control (MAC) Security, January 19, 2006.

PCI-SIG Specifications

PCI Express 2.0 Base specification, 12/20/2006.
PCI Express™ 2.0 Card Electromechanical Specification, Revision 0.9, January 19, 2007.
PCI Bus Power Management Interface Specification, Rev. 1.2, March 2004.

PICMG3.1 Ethernet/Fibre Channel Over PICMG 3.0 Draft Specification January 14, 2003 Version
D1.0.

Single Root 1/0 Virtualization and Sharing, Revision 0.7, 1/11/2007.

IETF Specifications

IPv4 specification (RFC 791)

IPv6 specification (RFC 2460)

TCP specification (RFC 793)

UDP specification (RFC 768)

ARP specification (RFC 826)

RFC4106 — The Use of Galois/Counter Mode (GCM) in IPsec Encapsulating Security Payload (ESP).
RFC4302 — IP Authentication Header (AH)

RFC4303 — IP Encapsulating Security Payload (ESP)

RFC4543 — The Use of Galois Message Authentication Code (GMAC) in IPsec ESP and AH.
IETF Internet Draft, Marker PDU Aligned Framing for TCP Specification.

IETF Internet Draft, Direct Data Placement over Reliable Transports.

Other
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Serial-GMII Specification, Cisco Systems document ENG-46158, Revision 1.7.

Advanced Configuration and Power Interface Specification, Rev 2.0b, October 2002

Network Controller Sideband Interface (NC-SI) Specification, Version cPubs-0.1, 2/18/2007.
System Management Bus (SMBus) Specification, SBS Implementers Forum, Ver. 2.0, August 2000.
EUI-64 specification, http://standards.ieee.org/regauth/oui/tutorials/EU164.html.

Backward Congestion Notification Functional Specification, 11/28/2006.

Definition for new PAUSE function, Rev. 1.2, 12/26/2006.

GCM spec — McGrew, D. and J. Viega, “The Galois/Counter Mode of Operation (GCM)”, Submission
to NIST. http://csrc.nist.gov/CryptoToolkit/modes/proposedmodes/gcm/gcm-spec.pdf, January
2004.

FRAMING AND SIGNALING-2 (FC-FS-2) Rev 1.00
Fibre Channel over Ethernet Draft Presented at the T11 on May 2007

Per Priority Flow Control (by Cisco* Systems) — Definition for new PAUSE function, Rev 1.2, EDCS-
472530

Flow Control Packet (FCP) —

addition, the following document provides application information:

82563EB/82564EB Gigabit Ethernet Physical Layer Device Design Guide, Intel Corporation.
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1.9 Architecture and Basic Operation

1.9.1 Transmit (Tx) Data Flow

Tx data flow provides a high-level description of all data/control transformations steps needed for
sending Ethernet packets over the wire.

Table 1.8. Tx Data Flow

Step Description
1 The host creates a descriptor ring and configures one of the 82599’s transmit queues with the address location,
length, head, and tail pointers of the ring (one of 128 available Tx queues).
> The host is requested by the TCP/IP stack to transmit a packet, it gets the packet data within one or more data

buffers.

The host initializes the descriptor(s) that point to the data buffer(s) and have additional control parameters that
3 describes the needed hardware functionality. The host places that descriptor in the correct location at the
appropriate Tx ring.

4 The host updates the appropriate Queue Tail Pointer (TDT)

The 82599’s DMA senses a change of a specific TDT and as a result sends a PCle request to fetch the descriptor(s)
from host memory.

The descriptor(s) content is received in a PCle read completion and is written to the appropriate location in the
descriptor queue.

The DMA fetches the next descriptor and processes its content. As a result, the DMA sends PCle requests to fetch
the packet data from system memory.

The packet data is being received from PCle completions and passes through the transmit DMA that performs all
8 programmed data manipulations (various CPU offloading tasks as checksum offload, TSO offload, etc.) on the
packet data on the fly.

While the packet is passing through the DMA, it is stored into the transmit FIFO.

° After the entire packet is stored in the transmit FIFO, it is then forwarded to transmit switch module.

10 The transmit switch arbitrates between host and management packets and eventually forwards the packet to the
MAC.

11 The MAC appends the L2 CRC to the packet and sends the packet over the wire using a pre-configured interface.

12 When all the PCle completions for a given packet are complete, the DMA updates the appropriate descriptor(s).

13 The descriptors are written back to host memory using PCle posted writes. The head pointer is updated in host
memory as well.

14 An interrupt is generated to notify the host driver that the specific packet has been read to the 82599 and the
driver can then release the buffer(s).

1.9.2 Receive (Rx) Data Flow

Rx data flow provides a high-level description of all data/control transformation steps needed for
receiving Ethernet packets.

Table 1.9. Rx Data Flow

Step Description
1 The host creates a descriptor ring and configures one of the 82599’s receive queues with the address location,
length, head, and tail pointers of the ring (one of 128 available Rx queues)
2 The host initializes descriptor(s) that point to empty data buffer(s). The host places these descriptor(s) in the
correct location at the appropriate Rx ring.
3 The host updates the appropriate Queue Tail Pointer (RDT).
6 A packet enters the Rx MAC.
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Table 1.9. Rx Data Flow

7 The MAC forwards the packet to the Rx filter.

8 If the packet matches the pre-programmed criteria of the Rx filtering, it is forwarded to an Rx FIFO.

9 The receive DMA fetches the next descriptor from the appropriate host memory ring to be used for the next
received packet.
After the entire packet is placed into an Rx FIFO, the receive DMA posts the packet data to the location indicated by

10 the descriptor through the PCle interface.
If the packet size is greater than the buffer size, more descriptors are fetched and their buffers are used for the
received packet.

11 When the packet is placed into host memory, the receive DMA updates all the descriptor(s) that were used by the
packet data.

12 The receive DMA writes back the descriptor content along with status bits that indicate the packet information
including what offloads were done on that packet.

13 The 82599 initiates an interrupt to the host to indicate that a new received packet is ready in host memory.

14 The host reads the packet data and sends it to the TCP/IP stack for further processing. The host releases the

associated buffer(s) and descriptor(s) once they are no longer in use.
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2.0

Pin Interface

2.1 Pin Assignment
2.1.1 Signal Type Definition
Signal Definition DC Specification

In Input is a standard input-only signal. Section 11.4.1.2

Out (O) Totem Pole Output (TPO) is a standard active driver. Section 11.4.1.2

T/s Tri-state is a bi-directional, tri-state input/output pin. Section 11.4.1.2

o/d Open drain enables multiple devices to share as a wire-OR. Section 11.4.1.3

A-in Analog input signals. Section 11.4.3 and Section 11.4.4
A-out Analog output signals. Section 11.4.3 and Section 11.4.4
B Input BIAS. -

CML-in CML input signal. Section 11.4.5

NCSI-in NC-SI input signal. Section 11.4.1.4

NCSI-out NC-SI output signal. Section 11.4.1.4

Pu Internal pull-up. -

Pd Internal pull-down. -
2.1.2 PCle Symbols and Pin Names

See AC/DC specifications in Section 11.4.3.

Reserved Pin Name Ball # Type Name and Function

PCle Differential Reference Clock In. A 100 MHz differential
PE_CLK_p AB23 Acin clock input. This clock is used as the reference clock for the PCle
PE_CLK_n AB24 Tx/Rx circuitry and by the PCle core PLL to generate clocks for

the PCle core logic.

PCle Serial Data Output. A serial differential output pair running
PET_O_p Y23 A-out at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
PET_O_n Y24 embedded 5 GHz or 2.5 GHz clock that is recovered along with

data at the receiving end.

PCle Serial Data Output. A serial differential output pair running
PET_1 p V23 A-out at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
PET_1_n V24 embedded 5 GHz or 2.5 GHz clock that is recovered along with

data at the receiving end.

PCle Serial Data Output. A serial differential output pair running
PET_2 p T23 A-out at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
PET 2 n T24 embedded 5 GHz or 2.5 GHz clock that is recovered along with

data at the receiving end.
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Reserved Pin Name Ball # Type Name and Function
PCle Serial Data Output. A serial differential output pair running
PET_3_p P23 A-out at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
PET_3_n P24 embedded 5 GHz or 2.5 GHz clock that is recovered along with
data at the receiving end.
PCle Serial Data Output. A serial differential output pair running
PET_4_p J23 A-out at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
PET_4 n J24 embedded 5 GHz or 2.5 GHz clock that is recovered along with
data at the receiving end.
PCle Serial Data Output. A serial differential output pair running
PET_5_p G23 A-out at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
PET_5 n G24 embedded 5 GHz or 2.5 GHz clock that is recovered along with
data at the receiving end.
PCle Serial Data Output. A serial differential output pair running
PET_6_p E23 A-out at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
PET_6_n E24 embedded 5 GHz or 2.5 GHz clock that is recovered along with
data at the receiving end.
PCle Serial Data Output. A serial differential output pair running
PET_7_p c23 at 5 Gb/s or 2.5 Gb/s. This output carries both data and an
A-out p
PET_7_n c24 embedded 5 GHz or 2.5 GHz clock that is recovered along with
data at the receiving end.
PER_O_p AC20 PCle Serial Data Input. A serial differential input pair running at
- = A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is
PER_O_n AC21 recovered along with the data.
PER_1_p AA20 PCle Serial Data Input. A serial differential input pair running at
- = A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is
PER_1 n AAZ1 recovered along with the data.
PER 2 p u20 PCle Serial Data Input. A serial differential input pair running at
- - A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is
PER_2 n uz1 recovered along with the data.
PER_3_p R20 PCle Serial Data Input. A serial differential input pair running at
- A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is
PER_3_n R21 recovered along with the data.
PER_4_p K20 PCle Serial Data Input. A serial differential input pair running at
- - A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is
PER_4_n K21 recovered along with the data.
PER 5 p H20 PCle Serial Data Input. A serial differential input pair running at
- A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is
PER_5_n H21 recovered along with the data.
PER_6_p D20 PCle Serial Data Input. A serial differential input pair running at
- = A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is
PER_6_n D21 recovered along with the data.
PER_7_p B20 PCle Serial Data Input. A serial differential input pair running at
PER_7_n B21 A-in 5 Gb/s or 2.5 Gb/s. An embedded clock present in this input is

recovered along with the data.
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Reserved Pin Name Ball # Type

Name and Function

PE_WAKE_N AA18 o/d

Wake. Pulled to Ob to indicate that a Power Management Event
(PME) is pending and the PCle link should be restored. Defined
in the PCle specifications.

PE_RST_N AD18 In

Power and Clock Good Indication. Indicates that power and PCle
reference clock are within specified values. Defined in the PCle
specifications; also called: PCle Reset and PERST.

M24
N24

PE_RBIAS
PE_RSENSE

PCle BIAS.

A 24.9 Q +0.5%, 50 ppm resistor should be connected from
PE_RBIAS to the chip's 1.2V Analog PCle supply rail
(VCC1P2_PE). Connection should be as close as possible to the
chip. Resistor is used for internal impedance compensation and
BIAS current generation circuitry.

PE_RSENSE is used as sensing node and should be shorted on
board to PE_RBIAS as close as possible to the external resistor's
pad.

2.1.3 MAUI

See AC/DC specifications in Section 11.4.4 and Section 11.4.5.

Reserved Pin Name Ball # Type Name and Function
MAUI BIAS.
XA_RBIAS_p L2 A 1 KQ +0.5%, 50 ppm resistor should be connected between
XA_RBIAS_n L1 B XA_RBIAS and XA_RSENSE and located close to the chip.
Resistor generates internal BIAS currents used for impedance
compensation. XA_RSENSE is internally connected to ground.
REFCLKIN_p p2 External Reference Clock Input/Crystal Oscillator Input. If an
- CML-in external clock is applied, it must be 25 MHz +0.01% if
REFCLKIN_n P1 XTAL_25_MODE pin is set to 1b.
RX0_L3_p B4 XAUI Serial Data Input for Port 0. A serial differential input pair
- = A-in running at up to 3.125 Gb/s. An embedded clock present in this
RX0_L3_n A4 input is recovered along with the data.
RXO_L2_p D4 XAUI Serial Data Input for Port 0. A serial differential input pair
- A-in running at up to 3.125 Gb/s. An embedded clock present in this
RX0_L2_n D5 input is recovered along with the data.
RXO_L1_p Fa XAUI Serial Data Input for Port 0. A serial differential input pair
- A-in running at up to 3.125 Gb/s. An embedded clock present in this
RX0_L1 n FS input is recovered along with the data.
XAUI Serial Data Input for Port 0. A serial differential input pair
RXO_LO_p H4 . running at up to 3.125 Gb/s. An embedded clock present in this
RXO LO n H5 A-in input is recovered along with the data.
This lane is also used in BX, KX, KR, and SFI modes.
XAUI Serial Data Output for Port O. A serial differential output pair
TXO_L3_p ci A-out running at up to 3.125 Gb/s. This output carries both data and an
TX0_ L3 n c2 embedded clock that is recovered along with data at the receiving
end.
XAUI Serial Data Output for Port 0. A serial differential output pair
TX0_L2 p E1l Acout running at up to 3.125 Gb/s. This output carries both data and an
TX0_ L2 _n E2 embedded clock that is recovered along with data at the receiving
end.
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Reserved Pin Name Ball # Type Name and Function
XAUI Serial Data Output for Port 0. A serial differential output pair
TX0_L1_p Gl A-out running at up to 3.125 Gb/s. This output carries both data and an
TX0 L1 _n G2 embedded clock that is recovered along with data at the receiving
end.
XAUI Serial Data Output for Port 0. A serial differential output pair
TXO LO I running at up to 3.125 Gb/s. This output carries both data and an
LO_p A-out embedded clock that is recovered along with data at the receiving
TX0_LO_n J2 end.
This lane is also used in BX, KX, KR, and SFI modes.
RX1_L3_p U4 XAUI Serial Data Input for Port 1. A serial differential input pair
- - A-in running at up to 3.125 Gb/s. An embedded clock present in this
RX1 L3 n us input is recovered along with the data.
RX1_L2 p W4 XAUI Serial Data Input for Port 1. A serial differential input pair
- A-in running at up to 3.125 Gb/s. An embedded clock present in this
RX1 L2 n w5 input is recovered along with the data.
RX1_L1 p AA4 XAUI Serial Data Input for Port 1. A serial differential input pair
- A-in running at up to 3.125 Gb/s. An embedded clock present in this
RX1 L1 n AAS input is recovered along with the data.
XAUI Serial Data Input for Port 1. A serial differential input pair
RX1_LO_p AC4 ) running at up to 3.125 Gb/s. An embedded clock present in this
RX1 LO n AD4 A-in input is recovered along with the data.
This lane is also used in BX, KX, KR, and SFI modes.
XAUI Serial Data Output for Port 1. A serial differential output pair
TX1_L3 p T1 A-out running at up to 3.125 Gb/s. This output carries both data and an
TX1_L3 n T2 embedded clock that is recovered along with data at the receiving
end.
XAUI Serial Data Output for Port 1. A serial differential output pair
TX1 L2 p V1 A-out running at up to 3.125 Gb/s. This output carries both data and an
TX1_L2 n V2 embedded clock that is recovered along with data at the receiving
end.
XAUI Serial Data Output for Port 1. A serial differential output pair
TX1_L1 p Yl A-out running at up to 3.125 Gb/s. This output carries both data and an
TX1_L1 n Y2 embedded clock that is recovered along with data at the receiving
end.
XAUI Serial Data Output for Port 1. A serial differential output pair
X1 LO AB1 running at up to 3.125 Gb/s. This output carries both data and an
O_p A-out embedded clock that is recovered along with data at the receiving
TX1_LO_n AB2 end.
This lane is also used in BX, KX, KR, and SFI modes.
2.1.4 EEPROM
See AC specifications in Section 11.4.2.4.
Reserved Pin Name Ball # Type Name and Function
EE_DI B18 T/s Data output to EEPROM.
1
EE_DO Al18 PTJ Data input from EEPROM.
EE_SK B19 T/s EEPROM serial clock operates at maximum of 2 MHz.
EE_CS_N C19 T/s EEPROM chip select output.
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2.1.5

Serial Flash

See AC specifications in Section 11.4.2.3.

Reserved Pin Name Ball # Type Name and Function
FLSH_SI B6 T/s Serial data output to the Flash.
FLSH_SO A7 :;:J Serial data input from the Flash.
FLSH_SCK A8 T/s Flash serial clock operates at 12.5 MHz.
FLSH_CE_N B7 T/s Flash chip select output.
2.1.6 SMBus

See the AC specifications in Section 11.4.2.2.

Reserved Pin Name Ball # Type Name and Function
SMBus Clock. One clock pulse is generated for each data bit
SMBCLK AC19 o/d transferred.
SMBus Data. Stable during the high period of the clock (unless it is a
SMBD ABI19 o/d start or stop condition).
SMBALRT_N AA19 o/d SMBus Alert. Acts as an interrupt pin of a slave device on the SMBus.
Note: If the SMBus is disconnected, an external pull-up should be used for the SMBCLK, SMBD pins.

2.1.7

12C

See the 12C specification and Section 11.4.2.2 for AC specifications.

Reserved Pin Name Ball # Type Name and Function

SCLO AB12 o/d 12C Clock. One clock pulse is generated for each data bit transferred.
> - - - —

SDAO AAL2 o/d 1“C Data. .S_table during the high period of the clock (unless it is a start or
stop condition).

SCL1 AD17 o/d 12C Clock. One clock pulse is generated for each data bit transferred.
2 . - . . .

SDA1L AC18 o/d 1C Data. _S_table during the high period of the clock (unless it is a start or
stop condition).

Note: If the 12C is disconnected, an external pull-up should be used for the clock and data pins.
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2.1.8 NC-SI

See AC specifications in Section 11.4.2.5.

Reserved Pin Name Ball # Type Name and Function

NC-SI Reference Clock Input. Synchronous clock reference for receive,

NCSI_CLK_IN AC11 NCSI-In transmit, and control interface. It is a 50 MHz clock £+ 50 ppm.

NCSI_CRS_DV AB11 NCSI-Out | Carrier Sense/Receive Data Valid (CRS/DV).

NCSI_RXD_O AA1l . .
- - NCSI-Out | Receive Data. Data signals to the BMC.
NCSI_RXD_1 AC10
NCSI_TX_EN AB10 NCSI-In Transmit Enable.
NSCI_TXD_O AA10 . )
NCSI_TXD_1 AD11 NCSI-In Transmit Data. Data signals from the BMC

Notes: If NC-SI is disconnected, an external pull-up should be used for the NCSI_CLK_IN,
NCSI_TXD[1:0], NCSI_TX_EN pins.

2.1.9 MDIO

See AC specifications in Section 11.4.2.7.

Reserved Pin Name Ball # Type Name and Function

Management Data. Bi-directional signal for serial data transfers between
MDIOO AD12 T/s the 82599 and the PHY management registers for port 0. Note: Requires
an external pull-up device.

Management Clock. Clock output for accessing the PHY management
registers for port 0. MDC clock frequency is Proportional to link speed. At
10 Gb/s Link speed MDC frequency can be set to 2.4 MHz (default) or

24 MHz.

MDCO AC12 (¢]

Management Data. Bi-directional signal for serial data transfers between
MDIO1 AC17 T/s the 82599 and the PHY management registers for port 1. Note: Requires
an external pull-up device.

Management Clock. Clock output for accessing the PHY management
registers for port 1. MDC clock frequency is Proportional to link speed. At
10 Gb/s Link speed MDC frequency can be set to 2.4 MHz (default) or

24 MHz.

MDC1 AB18 [¢]
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2.1.10

Software Defined Pins (SDPs)

See AC specifications in Section 11.4.2.1.

See Section 3.6 for more details on configurable SDPs.

Reserved Pin Name Ball # Type Name and Function
SDPO_0 AD8 General Purpose SDPs. 3.3V 1/0s for function 0.
SDPO_1 AC8 Can be used to support IEEE1588 Auxiliary
SDPO 2 ABS devices, Low speed optical module interface
- SDPO_4 is dedicated input pin for Security
SbP0_3 AAB /s enablement. Security offload on both ports is
SDPO_4 AD7 Pu enabled if the Security Enablement flags in the
SDPO_5 AC7 SKU Fuses register are set to 1b and SDPO_4
SPDO 6 AB7 input pin is driven high.
SDPO 7 AA7 See Section 3.6 for possible usages of the pins.
SDP1_0 AC16
SDP1_1 AB16
SDP1_2 AB17 General purpose SDPs. 3.3V 1/0s for function 1.
SDP1_3 AAL17 T/s Can be used to support IEEE1588 auxiliary
SDP1 4 AA16 Pu devices, low speed optical module interface
SDP1_5 AC15 See Section 3.6 for possible usages of the pins.
SDP1_6 AB15
SDP1_7 AA15
2.1.11 LEDs
See AC specifications in Section 11.4.2.1.
Reserved Pin Name Ball # Type Name and Function

LEDO_O AD14 Port O LEDO. Programmable LED that indicates Link-Up (default).

LEDO_1 AC14 Port O LED1. Programmable LED that indicates 10 Gb/s Link (default).

LEDO_2 AB14 o Port O LED2. Programmable LED that indicates a Link/Activity indication

(default).

LEDO_3 AA14 Port O LED3. Programmable LED that indicates a 1 Gb/s Link (default).

LED1_O AD13 Port 1 LEDO. Programmable LED that indicates Link-Up (default).

LED1_1 AC13 Port 1 LED1. Programmable LED that indicates 10 Gb/s Link (default).

LED1 2 AB13 o Port 1 LED2. Programmable LED that indicates a Link/Activity indication

— (default).
LED1_3 AA13 O Port 1 LED3. Programmable LED that indicates a 1 Gb/s Link (default).
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2.1.12 RSVD and No Connect Pins

Connecting RSVD pins based on naming convention:
e NC — pin is not connected in the package
e RSVD_NC — reserved pin. Should be left unconnected.
e RSVD_VSS — reserved pin. Should be connected to GND.

Reserved Pin Name Ball # Name and Function

RSVDA11_NC All
RSVDA12_NC Al2
RSVDA17_NC Al17
RSVDA20_NC A20

RSVDA21_NC A21 RSVD* pins.
RSVDB10_NC B10

RSVDB11_NC B11

RSVDB12_NC B12

RSVDB17_NC B17

RSVDB8_NC B8

RSVDB9_NC B9

RSVDC10_NC c10
RSVDC11_NC ci11
RSVDC12_NC ci12 RSVD* pins.
RSVDC13_NC c13
RSVDC14_NC ci14
RSVDC15_NC ci15
RSVDC16_NC ci16

RSVDC17_NC Cc17
RSVDC18_NC cis

RSVDC7_NC c7
RSVDC8_NC c8
RSVDC9_NC C9 RSVD* pins.

RSVDD10_NC D10
RSVDD11_NC D11
RSVDD12_NC D12
RSVDD13_NC D13

RSVDD14_NC D14
RSVDD15_NC D15
RSVDD16_NC D16
RSVDD17_NC D17

RSVDD18_NC D18 RSVD* pins.
RSVDD7_NC D7

RSVDD8_NC D8

RSVDD9_NC D9

RSVDE11_NC E11

RSVDE13_NC E13

RSVDE15_NC E15

RSVDE9_NC E9

RSVDJ6_NC J6 RSVD* pins.
RSVDJ7_NC J7

RSVDL23_NC L23

RSVDL24_NC L24
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Reserved Pin Name Ball # Name and Function
RSVDM1_NC M1
RSVDM2_NC M2
RSVDM20_NC M20
RSVDM21_NC M21
RSVDN1_NC N1 RSVD* pins.
RSVDN2_NC N2
RSVDN20_NC N20
RSVDN21_NC N21
RSVDN4_NC N4
RSVDN5_NC N5
RSVDT6_NC T6
RSVDT7_NC T7 RSVD* pins.
RSVDW20_NC W20
RSVDW21_NC w21
RSVDY11_NC Y11
RSVDY13_NC Y13
RSVDY15_NC Y15 RSVD* pins.
RSVDY17_NC Y17
RSVDY18_ NC Y18
NCY16 Y16
NCY14 Y14
NCY12 Y12
NCY10 Y10
NCY8 Y8
NCuU7 u7
NCE18 E18 NC pins.
NCE16 E16
NCE14 E14
NCE12 E12
NCE10 E10
NCES8 E8
NCP4 P4
NCL4 L4

2.1.13 Miscellaneous

Reserved Pin Name Ball # Name and Function
RSVDY9_VSS Y9
RSVDV16_VSS V16
RSVDW16_VSS W16 RSVD* pins.
RSVDF21_VSS F21
RSVDE17_VSS E17

See AC specifications in Section 11.4.2.1.
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Reserved Pin Name Ball # Type Name and Function
LAN Power Good. A 3.3V input signal. A transition from low to
In high initializes the 82599 into operation. If not used
LAN_PWR_GOOD Al4 Pu (POR_BYPASS = 0b), an internal Power-on-Reset (POR) circuit
triggers the 82599 power-up.
Bypass indication as to whether or not to use the internal POR or
In the LAN_PWR_GOOD pin. When set to 1b, the 82599 disables
POR_BYPASS D19 Pu the internal POR circuit and uses the LAN_PWR_GOOD pin as a
POR indication.
0SC_FREQ_SEL ACE In This pin must be connected to logic one.
Defines the input clock connected to the RCLKEXTP/RCLKEXTN
pins:
OSC_SEL AA9 T/s 0 - XTAL Clock (valid only for 25 MHz)
Pu 1 - OSC Clock
This pin is a strapping option latched at LAN_PWR_GOOD.
Auxiliary Power Available. When set, indicates that auxiliary
AUX PWR AB9 T/s power is available and the 82599 should support D3¢g, p power
— state if enabled to do so. This pin is latched at the rising edge of
LAN_PWR_GOOD.
MAIN_PWR_OK ACO In Main Power OK. Indicates that platform main power is up. Must
be connected externally.
This pin is a strapping pin latched at the rising edge of
T/s LAN_PWR_GOOD or PE_RST_N or In-Band PCle Reset. If this pin
LAN1_DIS_N AD20 PU is not connected or driven high during initialization, LAN 1 is
enabled. If this pin is driven low during initialization, LAN 1 port
is disabled.
This pin is a strapping option pin latched at the rising edge of
LAN_PWR_GOOD or PE_RST_N or In-Band PCle Reset. If this pin
T/s is not connected or driven high during initialization, LAN O is
LANO_DIS_N AD21 PU enabled. If this pin is driven low during initialization, LAN O port
is disabled.
When LAN 0O port is disabled MNG is not functional and it must
not be enabled in the EEPROM Control Word 1.
2.1.14 JTAG
See AC specifications in Section 11.4.2.6.
Reserved Pin Name Ball # Type Name and Function
JTCK B16 In JTAG Clock Input.
In
JTDI Al13 U JTAG Data Input.
JTDO B15 O/d JTAG Data Output.
In
JTMS B13 PU JTAG TMS Input.
JRST_N B14 In Pu JTAG Reset Input. Active low reset for the JTAG port.
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2.1.15 Power Supplies

See AC specifications in Section 11.3.1.

Reserved Pin Name Ball # Type Name and Function

1.2v Power supply.

wi4, W11, w9, V14, V11, V9, U116, U14, Ul1, U9, T16, T14, T11, R16, R14, R13, R12,
VCC1P2 R11, P14, P11, N14, N11, M14, M11, L14, L11, K16, K14, K13, K12, K11, J16, J14,
J11, H16, H14, H11, H9, G16, G14, G11, G9, F16, F14, F11, F9, U18, T18, R18, P18,
P16, N18, N16, M18, M16, L18, L16, K18, J18, H18, K9, K7, J9, T9, R9, R7, M9, M7,
L9, L7, P9, P7, N9, N7

‘ 3.3V ‘ Power supply.

VCC3P3
AD19, AD15, AD10, AD6, A19, Al5, Al0, A6, E7, Y7, L5, P5
‘ ov ‘ Ground
AD16, AD9, W18, W17, W15, w13, W12, W10, W8, W7, V17, V15, V13, V12, V10, V8,
ui1s5, U13, U12, U10, T15, T13, T12, T10, R15, R10, P15, P13, P12, P10, N15, N13,
N12, N10, M15, M13, M12, M10, L15, L13, L12, L10, K15, K10, J15, J13, J12, J10,
H15, H13, H12, H10, G17, G15, G13, G12, G10, G8, F18, F17, F15, F13, F12, F10, F8,
F7, Al16, A9, K8, K6, J8, J5, J4, H8, H6, G7, G6, G5, G4, F6, E6, E5, E4, D6, C6, C5,
C4, B5, B3, A5, A3, AD5, AD3, AC5, AC3, AB6, AB5, AB4, AA6, Y6, Y5, Y4, W6, V7, V6,
VSS V5, v4, U8, U6, T8, T5, T4, R8, R6, M8, M6, M5, M4, M3, L8, L6, L3, K5, K4, K3, K2,

K1, J3, H3, H2, H1, G3, F3, F2, F1, E3, D3, D2, D1, C3, B2, B1, A2, A1, AD2, AD1,
AC2, AC1, AB3, AA3, AA2, AA1, Y3, W3, W2, W1, V3, U3, U2, U1, T3, R5, R4, R3, R2,
R1, P8, P6, P3, N8, N6, N3, AD24, AD23, AD22, AC24, AC23, AC22, AB22, AB21,
AB20, AA24, AA23, AA22, Y22, Y21, Y20, Y19, W24, W23, W22, W19, V22, V21, V20,
V19, V18, U24, U23, U22, U19, Ul17, T22, T21, T20, T19, T17, R24, R23, R22, R19,
R17, P22, P21, P20, P19, P17, N23, N22, N19, N17, M23, M22, M19, M17, L22, L21,
L20, L19, L17, K24, K23, K22, K19, K17, J22, J21, J20, J19, J17, H24, H23, H22, H19,
H17, G22, G21, G20, G19, G18, F24, F23, F22, F19, E22, E21, E20, E19, D24, D23,
D22, C22, C21, C20, B24, B23, B22, A24, A23, A22

2.1.16 Pull-Ups

The following table lists the internal and external pull-up resistors and their functionality in different
device states.

Note: Refer to the reference schematics for implementation details.
e Reservea | IMEmALTULORAL | e R ot
PUP Comment PUP Comment
EE_DI N N
EE_DO Y Y
EE_SK N N
EE_CS_N N N
FLSH_SI Y N
FLSH_SO Y Y
FLSH_SCK Y N
FLSH_CE_N Y N
SMBCLK N N
SMBD N N
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Reserved

Pin
Name

Reserved

Internal Pull Up at
Power Up

Internal Pull Up at
Nominal Active State

PUP Comment

PUP Comment

SMBALRT_N

SCLO/SCL1

SDAO/SDA1

NCSI_CLK_IN

NCSI_CRS_DV

NCSI_RXD_0

NCSI_RXD_1

NCSI_TX_EN

NCSI_TXD_0

NCSI_TXD_1

MDIOO

MDCO

MDIO1

MDC1

zlz|z|z|lz|lz|z|zZz|Z2|Z2|2Z2|2| 2| 2

zlz|z|z|z|lz|zZz|2Z2|2Z2|2|2| 2| 2| 2

SDPO_0 / RX_LOS_0
SDPO_1
SDPO_2
SDPO_3
SDPO_4 / TX_DIS_0

SDPO_5 /
LINK_SPEED_O

SDPO_6
SDPO_7

SDP1_0 / RX_LOS_1
SDP1_1
SDP1_2
SDP1_3
SDP1_4 / TX_DIS_1

SDP1_5/
LINK_SPEED_1

SDP1_6
SDP1_7

LEDO_0O
LEDO_1
LEDO_2
LEDO_3

LED1_O
LED1 1
LED1_2
LED1_3

LAN_PWR_GOOD

AUX_PWR

LANO_DIS_N

LAN1_DIS_N

<l <] z| =<

<| <| z| <
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Reserved

Pin
Name

Reserved

Internal Pull Up at

Power Up

Internal Pull Up at

Nominal Active State

PUP

Comment

PUP

Comment

MAIN_PWR_OK

JTCK

JTDI

JTDO

JTMS

JRST_N

PE_RST_N

PE_WAKE_N

0SC_SEL

POR_BYPASS

<|<|lZ|lZz|<|zZz|lZ|Z2|2| 2

z|l <|z|lz|l=<|zlz|lzZz|z2| 2
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2.2 Ball Out — Top Level

Top view, through package.

AD LANODIS N LANLDISN  VCC3P3

AC -- PEROn  PEROp  SMBCLK SDAL

AB
Y PET.On  PETOp

v PET.1n  PETLlp

0 -- o o - o
! e e ---- o
A -- o e - o -

P PET3n  PET3p veeP2 VCC1P2

N VCC1P2 VCC1P2
M VCC1P2

L RSVDL24_ NC RSVDL23_NC VCC1P2

K -- PER 4.n PER 4 p - VCC1P2

H PER5.n PER 5_p VCC1P2 vCeip2 vVCe1P2
[ - B
- =
e =

D PER 6.1 PER 6.p POR BYPASS -

[ - - -

B -- PER 7_n PER 7_p EE_SK EE_DI

A VCC3P3 EE_DO RSVDAL7_NC VCC3P3

LAN_PWR_GO
oD

24 23 22 21 20 19 18 17 16 15 14 13 ‘

Figure 2.1. Package Layout - Left View

40



Pin Interface — 82599 10 GbE Controller
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Figure 2.2.

Package Layout - Right View
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3.0 Interconnects
3.1 PCIl-Express™ (PCle*)
3.1.1 Overview

PCle is an 1/0 architecture that enables cost competitive solutions as well as provide industry leading
price/performance and feature richness. It is an industry-driven specification.

PCle defines a basic set of requirements that addresses the majority of the targeted application classes.
Higher-end applications’ requirements (Enterprise class servers and high-end communication
platforms) are addressed by a set of advanced extensions that compliment the baseline requirements.

To guarantee headroom for future applications, PCle provides a software-managed mechanism for
introducing new, enhanced capabilities.

Figure 3.1 shows the PCle architecture.

PCI Compliant Block

Preserve Driver Model

A —
Advanced Xtensions '

Common Base Protocol

Point to point; serial; differential,
hot-plug;, inter-op formfactors

Figure 3.1. PCle Stack Structure

The PCle physical layer consists of a differential transmit pair and a differential receive pair. Full-duplex
data on these two point-to-point connections is self-clocked such that no dedicated clock signals are
required. The bandwidth of this interface increases in direct proportion with frequency increases.
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The packet is the fundamental unit of information exchange and the protocol includes a message space
to replace a variety of side-band signals found on previous interconnects. This movement of hard-wired
signals from the physical layer to messages within the transaction layer enables easy and linear
physical layer width expansion for increased bandwidth.

The common base protocol uses split transactions along with several mechanisms to eliminate wait
states and to optimize the re-ordering of transactions to further improve system performance.

3.1.1.1 Architecture, Transaction and Link Layer Properties

44

Split transaction, packet-based protocol
Common flat address space for load/store access (for example, PCl addressing model)

— 32-bit memory address space to enable a compact packet header (must be used to access
addresses below 4 GB)

— 64-bit memory address space using an extended packet header
Transaction layer mechanisms:

— PCI-X style relaxed ordering

— Optimizations for no-snoop transactions

Credit-based flow control

Packet sizes/formats:

— Maximum packet size: 512 bytes

— Maximum read request size: 2 KB

Reset/initialization:

— Frequency/width/profile negotiation performed by hardware
Data integrity support

— Using CRC-32 for Transaction layer Packets (TLP)

Link Layer Retry (LLR) for recovery following error detection

— Using CRC-16 for Link Layer (LL) messages

No retry following error detection

— 8b/10b encoding with running disparity
Software configuration mechanism:

— Uses PCI configuration and bus enumeration model

— PCle-specific configuration registers mapped via PCl extended capability mechanism
Baseline messaging:

— In-band messaging of formerly side-band legacy signals (interrupts, etc.)
— System-level power management supported via messages
Power management:

— Full support for PCIm

— Wake capability from D3cold state

— Compliant with ACPI, PCIm software model

— Active state power management
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« Support for PCle V2.0 (2.5GT/s) and PCle V1.0 (5GT/s)
— Support for completion time out control
— Support for additional registers in the PCle capability structure

3.1.1.2 Physical Interface Properties
= Point-to-point interconnect

— Full-duplex; no arbitration

Signaling technology:

— Low Voltage Differential (LVD)

— Embedded clock signaling using 8b/10b encoding scheme

Serial frequency of operation: PCle V2.0 (2.5GT/s) and PCle V1.0 (5GT/s).
Interface width of 1, 2, 4, or 8 PCle lanes.

DFT and DFM support for high-volume manufacturing

3.1.1.3 Advanced Extensions

PCle defines a set of optional features to enhance platform capabilities for specific usage modes. The
82599 supports the following optional features:

= Advanced Error Reporting (AER) — Messaging support to communicate multiple types/severity of
errors

= Device Serial Number — Allows exposure of a unique serial number for each device
= Alternative RID Interpretation (ARI) — allows support of more than eight functions per device

= Single Root 1/0 Virtualization (SR-10V) — allows exposure of virtual functions controlling a subset
of the resources to Virtual Machines (VMs)

3.1.2 General Functionality

3.1.2.1 Native/Legacy

All 82599 PCI functions are native PCle functions.

3.1.2.2 Locked Transactions

The 82599 does not support locked requests as a target or a master.

3.1.3 Host Interface

PCle device numbers identify logical devices within the physical device (82599 is a physical device).
The 82599 implements a single logical device with two separate PCl Functions: LAN O and LAN 1. The
device number is captured from each type O configuration write transaction.

Each of the PCle functions interfaces with the PCle unit through one or more clients. A client ID
identifies the client and is included in the Tag field of the PCle packet header. Completions always carry
the tag value included in the request to enable routing of the completion to the appropriate client.
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3.1.3.1 TAG ID Allocation

Tag IDs are allocated differently for read and write as detailed in the following sections.

3.1.3.1.1 TAG ID Allocation for Read Transactions

Table 3.1 lists the Tag ID allocation for read accesses. The Tag ID is used by hardware in order to be
able to forward the read data to the required internal client.

Table 3.1. TAG ID Allocation Table for Read Transactions

TAG ID Description TAG ID Description
0x0 Data Request 0x0 0x10 Tx Descriptor O
Oox1 Data Request Ox1 Ox11 Tx Descriptor 1
0x2 Data Request O0x2 0x12 Tx Descriptor 2
0x3 Data Request 0x3 0x13 Tx Descriptor 3
ox4 Data Request 0x4 0x14 Tx Descriptor 4
0x5 Data Request O0x5 0x15 Tx Descriptor 5
0x6 Data Request 0x6 0x16 Tx Descriptor 6
ox7 Data Request Ox7 0x17 Tx Descriptor 7
0x8 Data Request 0x8 0x18 Rx Descriptor O
0x9 Data Request 0x9 0x19 Rx Descriptor 1
OxA Data Request OxA Ox1A Rx Descriptor 2
0xB Data Request O0xB 0x1B Rx Descriptor 3
oxC Data Request OxC 0x1C Rx Descriptor 4
OxD Data Request OxD 0x1D Rx Descriptor 5
OxE Data Request OxE Ox1E Rx Descriptor 6
OxF Data Request OxF Ox1F Rx Descriptor 7

3.1.3.1.2 TAG ID Allocation for Write Transactions

Request tag allocation depends on these system parameters:
= DCA supported or not supported in the system (DCA_CTRL.DCA_DIS)

 DCA enabled or disabled (DCA_TXCTRL.TX Descriptor DCA EN, DCA_RXCTRL.RX Descriptor DCA
EN, DCA_RXCTRL.RX Header DCA EN, DCA_RXCTRL.Rx Payload DCA EN)

= System type: Legacy DCA versus DCA 1.0 (DCA_CTRL.DCA_MODE)
e CPU ID (DCA_RXCTRL.CPUID or DCA_TXCTRL.CPUID)

Case 1 — DCA Disabled in the System:

The following table lists the write requests tags:

Tag ID Description
2 Write-back descriptor Tx /write-back head.
4 Write-back descriptor Rx.
6 Write data.
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Case 2 — DCA Enabled in the System, but Disabled for the Request:

= Legacy DCA platforms — If DCA is disabled for the request, the tags allocation is identical to the
case where DCA is disabled in the system (refer to the previous table).

= DCA 1.0 platforms — All write requests have the tag of 0x00.

Case 3 — DCA Enabled in the System, DCA Enabled for the Request:
= Legacy DCA Platforms: the request tag is constructed as follows:
— Bit[0] — DCA Enable = 1b

— Bits[3:1] — The CPU ID field taken from the CPUID[2:0] bits of the DCA_RXCTRL or
DCA_TXCTRL registers

— Bits[7:4] — Reserved

« DCA 1.0 Platforms: the request tag (all eight bits) is taken from the CPU ID field of the
DCA_RXCTRL or DCA_TXCTRL registers

3.1.3.2 Completion Timeout Mechanism

In any split transaction protocol, there is a risk associated with the failure of a requester to receive an
expected completion. To enable requesters to attempt recovery from this situation in a standard
manner, the completion timeout mechanism is defined.

The completion timeout mechanism is activated for each request that requires one or more completions
when the request is transmitted. The 82599 provides a programmable range for the completion
timeout, as well as the ability to disable the completion timeout altogether. The completion timeout is
programmed through an extension of the PCle capability structure.

The 82599’s reaction to a completion timeout is listed in Table 3.9.

The 82599 controls the following aspects of completion timeout:
= Disabling or enabling completion timeout
= Disabling or enabling resending a request on completion timeout
= A programmable range of timeout values
= Programming the behavior of completion timeout is listed in Table 3.2. Note that system software
can configure a completion timeout independently per each LAN function.

Table 3.2. Completion Timeout Programming

Capability Programming Capability
Completion Timeout Enabling Controlled through PCI configuration. Visible through a read-only CSR bit.
Resend Request Enable Loaded from the EEPROM into a read-only CSR bit.
Completion Timeout Period Controlled through PCI configuration.

Completion Timeout Enable — Programmed through the PCI configuration space. The default is:
Completion Timeout Enabled.

Resend Request Enable — The Completion Timeout Resend EEPROM bit (loaded to the
Completion_Timeout_Resend bit in the PCle Control Register (GCR) enables resending the request
(applies only when completion timeout is enabled). The default is to resend a request that timed out.
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3.1.3.2.1 Completion Timeout Period

Programmed through the PCI configuration. Visible through bits 3:0 in the Device Capabilities 2
Register (0xC4; RO) register (see Section 9.3.10.10). The 82599 supports all four ranges defined by
PCle v2.0 (2.5GT/s) and PCle V1.0 (5GT/s):

e 50 ps to 10 ms

e 10 ms to 250 ms

e 250 msto4s

e 4stob64s
System software programs a range (one of nine possible ranges that sub-divide the four previous
ranges) into the PCI configuration register. The supported sub-ranges are:

e 50 ps to 50 ms (default).

e 50 ps to 100 ps

e 1 msto 10 ms

e 16 ms to 55 ms

e 65 ms to 210 ms

e 260 ms to 900 ms

e 1sto3.5s

e 4sto13s

e 17 sto 64s
A memory read request for which there are multiple completions are considered completed only when
all completions have been received by the requester. If some, but not all, requested data is returned

before the completion timeout timer expires, the requestor is permitted to keep or to discard the data
that was returned prior to timer expiration.

3.1.4 Transaction Layer
The upper layer of the PCle architecture is the transaction layer. The transaction layer connects to
82599's core using an implementation-specific protocol. Through this core-to-transaction-layer

protocol, the application-specific parts of the 82599 interact with the PCle subsystem and transmits
and receives requests to or from the remote PCle agent, respectively.

3.1.4.1 Transaction Types Accepted by the 82599

Table 3.3. Transaction Types Accepted by the Transaction Layer

Transaction Type FC Type ;)éall_ft%/c?r: Harg:gi:eosr?;l;g l;z(e:EeDtata For Client
Configuration Read Request NPH CPLH + CPLD Requester 1D, TAG, attribute Configuration space
Configuration Write Request NPH + NPD CPLH Requester 1D, TAG, attribute Configuration space
Memory Read Request NPH CPLH + CPLD Requester 1D, TAG, attribute CSR space
Memory Write Request :Zg * - - CSR space
10 Read Request NPH CPLH + CPLD Requester 1D, TAG, attribute CSR space
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Table 3.3. Transaction Types Accepted by the Transaction Layer
. Tx Layer Hardware Should Keep Data .
Transaction Type FC Type React>i/0n From Original PacEet For Client
10 Write Request NPH + NPD CPLH Requester 1D, TAG, attribute CSR space
Read Completions CPLH + CPLD |- - DMA
Message unit/INT/ PM/
Message PH - - error l?nit

Flow Control Types Legend:

CPLD — Completion Data Payload

CPLH — Completion Headers

NPD — Non-Posted Request Data Payload
NPH — Non-Posted Request Headers

PD — Posted Request Data Payload

PH — Posted Request Headers

3.1.4.2 Transaction Types Initiated by the 82599
Table 3.4. Transaction Types Initiated by the Transaction Layer
Transaction type Payload Size FC Type From Client

Configuration Read Request Completion Dword CPLH + CPLD Configuration space
Configuration Write Request Completion - CPLH Configuration space
10 Read Request Completion Dword CPLH + CPLD CSR

10 Write Request Completion - CPLH CSR

Read Request Completion Dword/Qword CPLH + CPLD CSR

Memory Read Request - NPH DMA

Memory Write Request <= MAX_PAYLOAD_SIZE PH + PD DMA

Message ~ PH Message unit/INT/PM/ error

unit
Note: MAX_PAYLOAD_SIZE is loaded from the EEPROM (up to 512 bytes). Effective

MAX_PAYLOAD_SIZE is defined for each PCI function according to the configuration space
register for that function.

3.1.4.2.1 Data Alignment

Note: Requests must never specify an address/length combination that causes a memory space

access to cross a 4 KB boundary.

The 82599 breaks requests into 4 KB-alighed requests (if needed). This does not pose any requirement
on software. However, if software allocates a buffer across a 4 KB boundary, hardware issues multiple
requests for the buffer. Software should consider aligning buffers to a 4 KB boundary in cases where it
improves performance.

49



[ ®
l n tel 82599 10 GbE Controller — Interconnects

The general rules for packet alignment are as follows. Note that these apply to all the 82599 requests
(read/write, snoop and no snoop):

= The length of a single request does not exceed the PCle limit of MAX_PAYLOAD_SIZE for write and
MAX_READ_REQ for read.

« The length of a single request does not exceed the 82599 internal limitations.

< A single request does not span across different memory pages as noted by the 4 KB boundary
alignment previously mentioned.

If a request can be sent as a single PCle packet and still meet the general rules for packet alignment,
then it is not broken at the cache line boundary but rather sent as a single packet (motivation is that
the chipset can break the request along cache line boundaries, but the 82599 should still benefit from
better PCle use). However, if any of the three general rules require that the request is broken into two
or more packets, then the request is broken at the cache line boundary.

3.1.4.2.2 Multiple Tx Data Read Requests (MULR)

The 82599 supports 16 multiple pipelined requests for transmit data. In general, requests can belong to
the same packet or to consecutive packets. However, the following restrictions apply:

= All requests for a packet must be issued before a request is issued for a consecutive packet.

« Read requests can be issued from any of the supported queues, as long as the previous restriction
is met. Pipelined requests can belong to the same queue or to separate queues. However, as
previously noted, all requests for a certain packet are issued (from the same queue) before a
request is issued for a different packet (potentially from a different queue).

= The PCle specification does not insure that completions for separate requests return in-order. Read
completions for concurrent requests are not required to return in the order issued. The 82599
handles completions that arrive in any order. Once all completions arrive for a given request, it can
issue the next pending read data request.

= The 82599 incorporates a reorder buffer to support re-ordering of completions for all issued
requests. Each request/completion can be up to 512 bytes long. The maximum size of a read
request is defined as the minimum {2 KB bytes, Max_Read_Request_Size}.

< In addition to the transmit data requests, the 82599 can issue eight pipelined read requests for Tx
descriptors and eight pipelined read requests for Rx descriptors. The requests for Tx data, Tx
descriptors, and Rx descriptors are independently issued.

3.1.4.3 Messages

3.1.4.3.1 Received Messages

Message packets are special packets that carry a message code. The upstream device transmits special
messages to the 82599 by using this mechanism. The transaction layer decodes the message code and
responds to the message accordingly.

Table 3.5. Supported Message in the 82599 (as a Receiver)

C'\élgzsfa?gg] Routing r2rl1r0O Message 82599 Later Response
0x14 100b PM_Active_State_NAK Internal Signal Set
0x19 01l1b PME_Turn_Off Internal Signal Set
0x50 100b Slot power limit support (has one Dword data) Silently Drop
OX7E 010b, 011b,100b Vendor_defined type O No data Unsupported Request
OX7E 010b,011b,100b Vendor_defined type O data Unsupported Request
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Table 3.5. Supported Message in the 82599 (as a Receiver)
Message .
Code [7:0] Routing r2r1rO Message 82599 Later Response
OX7F 010b,011b,100b Vendor_defined type 1 no data Silently Drop
Ox7F 010b, 011b,100b Vendor_defined type 1 data Silently Drop
0x00 01l1b Unlock Silently Drop
3.1.4.3.2 Transmitted Messages

The transaction layer is also responsible for transmitting specific messages to report internal/external
events (such as interrupts and PMES).

Table 3.6. Supported Message in the 82599 (as a Transmitter)
vesegsy | o

0x20 100b Assert INT A

0x21 100b Assert INT B

ox22 100b Assert INT C

0x23 100b Assert INT D

0x24 100b DE- Assert INT A

0x25 100b DE- Assert INT B

0x26 100b DE- Assert INT C

0x27 100b DE- Assert INT D

0x30 000b ERR_COR

0x31 000b ERR_NONFATAL

0x33 000b ERR_FATAL

0x18 000b PM_PME

0x1B 101b PME_TO_Ack

3.1.4.4 Ordering Rules

The 82599 meets the PCle ordering rules by following the PCI simple device model:

1. Deadlock Avoidance — The 82599 meets the PCle ordering rules that prevent deadlocks:

a. Posted writes overtake stalled read requests. This applies to both target and master directions.
For example, if master read requests are stalled due to lack of credits, master posted writes are
allowed to proceed. On the target side, it is acceptable to timeout on stalled read requests in
order to allow later posted writes to proceed.

b. Target posted writes overtake stalled target configuration writes.

c. Completions overtake stalled read requests. This applies to both target and master directions.
For example, if master read requests are stalled due to lack of credits, completions generated

by the 82599 are allowed to proceed.

2. Descriptor/Data Ordering — The 82599 insures that a Rx descriptor is written back on PCle only
after the data that the descriptor relates to is written to the PCle link.
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3. MSI and MSI-X Ordering Rules — System software can change the MSI or MSI-X tables during run-
time. Software expects that interrupt messages issued after the table has been updated are using
the updated contents of the tables.

a. Since software doesn’t know when the tables are actually updated in the 82599, a common
scheme is to issue a read request to the MSI or MSI-X table (a PCI configuration read for MSI
and a memory read for MSI-X). Software expects that any message issued following the
completion of the read request, is using the updated contents of the tables.

b. Once an MSI or MSI-X message is issued using the updated contents of the interrupt tables, any
consecutive MSI or MSI-X message does not use the contents of the tables prior to the change.

4. The 82599 meets the rules relating to independence between target and master accesses:
a. The acceptance of a target posted request does not depend upon the transmission of any TLP.

b. The acceptance of a target Non-posted Request does not depend upon the transmission of a non-
posted request.

c. Accepting a completion does not depend upon the transmission of any TLP.

3.1.4.4.1 Out of Order Completion Handling

In a split transaction protocol, when using multiple read requests in a multi-processor environment,
there is a risk that completions for separate requests arrive from the host memory out of order and
interleaved. In this case, the 82599 sorts the completions and transfers them to the network in the
correct order.

Note: Completions for separate read requests are not guaranteed to return in order. Completions for
the same read request are guaranteed to return in address order.

3.1.4.5 Transaction Definition and Attributes

3.1.45.1 Max Payload Size

The 82599's policy for determining Max Payload Size (MPS) is as follows:

1. Master requests initiated by the 82599 (including completions) limit Max Payload Size to the value
defined for the function issuing the request.

2. Target write accesses to the 82599 are accepted only with a size of one Dword or two Dwords.
Write accesses in the range of three Dwords (MPS) are flagged as unreliable. Write accesses above
MPS are flagged as malformed.

3.1.4.5.2 Traffic Class (TC) and Virtual Channels (VC)

The 82599 only supports TC = 0 and VC = 0 (default).

3.1.4.5.3 Relaxed Ordering
The 82599 takes advantage of the relaxed ordering rules in PCle. By setting the relaxed ordering bit in
the packet header, the 82599 enables the system to optimize performance in the following cases:

1. Relaxed ordering for descriptor and data reads — When the 82599 masters a read transaction, its
split completion has no ordering relationship with the writes from the CPUs (same direction). It
should be allowed to bypass the writes from the CPUs.

2. Relaxed ordering for receiving data writes — When the 82599 masters receive data writes, it also
enables them to bypass each other in the path to system memory because software does not
process this data until their associated descriptor writes are done.

3. The 82599 cannot relax ordering for descriptor writes or an MSI write.
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Relaxed ordering can be used in conjunction with the no-snoop attribute to enable the memory
controller to advance non-snoop writes ahead of earlier snooped writes.

Relaxed ordering is enabled in the 82599 by clearing the CTRL_EXT.RO_DIS bit. The actual setting of
relaxed ordering is done for LAN traffic by the host through the DCA registers.
3.1.454 No Snoop

The 82599 sets the Snoop Not Required attribute bit for master data writes. System logic can provide a
separate path into system memory for non-coherent traffic. The non-coherent path to system memory
provides a higher, more uniform, bandwidth for write requests.

Note: The Snoop Not Required attribute does not alter transaction ordering. Therefore, to achieve
the maximum benefit from snoop not required transactions, it is advisable to set the relaxed
ordering attribute as well (assuming that system logic supports both attributes). In fact,
some chipsets require that relaxed ordering is set for no-snoop to take effect.

No snoop is enabled in the 82599 by clearing the CTRL_EXT.NS_DIS bit. The actual setting of no snoop
is done for LAN traffic by the host through the DCA registers.

3.1.4.5.5 No Snoop and Relaxed Ordering for LAN Traffic

Software can configure non-snoop and relax order attributes for each queue and each type of
transaction by setting the respective bits in the DCA_RXCTRL and TCA_TXCTRL registers.

Table 3.7 lists the default behavior for the No-Snoop and Relaxed Ordering bits for LAN traffic when 1/
OAT 2 is enabled.

Table 3.7. LAN Traffic Attributes

Transaction No Snoop default Relaxggf;:’ﬁering Comments

Rx Descriptor Read N Y

Rx Descriptor Write-Back N N ﬁz{fif?:nly. Must never be used for this
Rx Data Write Y Y See note and the section that follows.

Tx Descriptor Read N Y

Tx Descriptor Write-Back N Y

Tx Data Read N Y

Note: RX payload no-snoop is also conditioned by the NSE bit in the advanced receive descriptor.

No Snoop Option for Payload

Under certain conditions, which occur when I/OAT 2 is enabled, software knows that it is safe to
transfer a new packet into a certain buffer without snooping on the FSB. This scenario occurs when
software is posting a receive buffer to hardware that the CPU has not accessed since the last time it was
owned by hardware. This can happen if the data was transferred to an application buffer by the data
movement engine. In this case, software should be able to set a bit in the receive descriptor indicating
that the 82599 should perform a no-snoop transfer when it eventually writes a packet to this buffer.
When a non-snoop transaction is activated, the TLP header has a non-snoop attribute in the
Transaction Descriptor field. This is triggered by the NSE bit in the receive descriptor.
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3.1.4.6 Flow Control

3.1.4.6.1 Flow Control Rules

The 82599 only implements the default Virtual Channel (VCO). A single set of credits is maintained for
VCO.

Table 3.8. Flow Control Credits Allocation

Credit Type Operations Number of Credits (dual port)

Target write 16 credit units to support tail write at wire

Posted Request Header (PH) Message (one unit) speed.

Target Write (Length/16 bytes = one)

Posted Request Data (PD) Message (one unit)

max{MAX_PAYLOAD_SIZE/16, 32}.

Target read (one unit)
Non-Posted Request Header (NPH) Configuration read (one unit)
Configuration write (one unit)

Four units (to enable concurrent target
accesses to both LAN ports).

Non-Posted Request Data (NPD) Configuration write (one unit) Four units.
Completion Header (CPLH) Read completion (n/a) Infinite (accepted immediately).
Completion Data (CPLD) Read completion (n/a) Infinite (accepted immediately).

Rules for FC updates:

« The 82599 maintains two credits for NPD at any given time. It increments the credit by one after
the credit is consumed, and sends an UpdateFC packet as soon as possible. UpdateFC packets are
scheduled immediately after a resource is available.

e The 82599 provides 16 credits for PH (such as for concurrent target writes) and two credits for NPH
(such as for two concurrent target reads). UpdateFC packets are scheduled immediately after a
resource is available.

= The 82599 follows the PCle recommendations for frequency of UpdateFC FCPs.
3.1.4.6.2 Upstream Flow Control Tracking

The 82599 issues a master transaction only when the required flow control credits are available. Credits
are tracked for posted, non-posted, and completions (the later to operate against a switch).

3.1.4.6.3 Flow Control Update Frequency

In all cases, Update Flow Control Packets (FCPs) are scheduled immediately after a resource is
available.

When the link is in the LO or LOs link state, Update FCPs for each enabled type of non-infinite flow
control credit must be scheduled for transmission at least once every 30 ps (-0% /+50%), except when
the Extended Sync bit of the Control Link register is set, in which case the limit is 120 ps (-0% /+50%0).
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3.1.4.6.4 Flow Control Timeout Mechanism
The 82599 implements the optional flow control update timeout mechanism.

The mechanism is active when the link is in LO or LOs link state. It uses a timer with a limit of 200 pus (-
0% /+50%), where the timer is reset by the receipt of any Init or Update FCP. Alternately, the timer
can be reset by the receipt of any DLLP.

Upon timer expiration, the mechanism instructs the PHY to retrain the link (via the LTSSM recovery
state).

3.1.5 Link Layer

3.1.5.1 ACK/NAK Scheme

The 82599 supports two alternative schemes for ACK/NAK rate:
= ACK/NAK is scheduled for transmission following any TLP.
= ACK/NAK is scheduled for transmission according to timeouts specified in the PCle specification.

The PCle Error Recovery bit (loaded from the EEPROM) determines which of the two schemes is used.

3.1.5.2 Supported DLLPs

The following DLLPs are supported by the 82599 as a receiver:

e ACK

e NAK

= PM_Request_Ack
e InitFC1-P

* InitFC1-NP

« InitFC1-Cpl

* InitFC2-P

e InitFC2-NP

« InitFC2-Cpl

= UpdateFC-P
= UpdateFC-NP
= UpdateFC-Cpl
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The following DLLPs are supported by the 82599 as a transmitter:
e ACK
* NAK
e PM_Enter_L1
e PM_Enter_L23

e InitFC1-P
e InitFC1-NP
« InitFC1-Cpl
e InitFC2-P
e InitFC2-NP
e InitFC2-Cpl

« UpdateFC-P
« UpdateFC-NP

Note: UpdateFC-Cpl is not sent because of the infinite FC-Cpl allocation.

3.1.5.3 Transmit EDB Nullifying (End Bad)

If retrain is necessary, there is a need to guarantee that no abrupt termination of the Tx packet
happens. For this reason, early termination of the transmitted packet is possible. This is done by
appending the EDB to the packet.

3.1.6 Physical Layer

3.1.6.1 Link Speed

The 82599 supports PCle v2.0 (2.5GT/s) and PCle V1.0 (5GT/s). The following configuration controls
link speed:

= PCle Supported Link Speeds bit — Indicates the link speeds supported by the 82599. Loaded from
the PCle Link Speed field in the EEPROM.

EEPROM Word Offset Allow PCle
Force PCle

(Starting at Odd V2.0 and PCle - Description
word) V1.0 (Default) | V20 Setting
2*N+1 0x094 MORIAG register offset (lower word).

Disabling PCle V1.0 is controlled by setting bit[8] in this register.
2*N+2 0x0000 0x0100 When the bit is set the 82599 does not advertise PCle V1.0 link-
speed support.

= PCle Current Link Speed bit — Indicates the negotiated Link speed.

= PCle Target Link Speed bit — used to set the target compliance mode speed when software is using
the Enter Compliance bit to force a link into compliance mode. The default value is the highest link
speed supported defined by the previous Supported Link Speeds.

The 82599 does not initiate a hardware autonomous speed change.

The 82599 supports entering compliance mode at the speed indicated in the Target Link Speed field in
the PCle Link Control 2 register. Compliance mode functionality is controlled via the PCle Link Control 2
register.
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3.1.6.2 Link Width

= The 82599 supports a maximum link width of x8, x4, x2, or x1 as determined by the PCle Analog
Configuration Module in the EEPROM and can be set as follows. Note that these settings might not
be needed during normal operation:

EEPROM Word Offset Enable x8 R S -
(Starting at Odd Setting ng::tti?] x4 L'g::tti?] x2 ngg:tti?] x1 Description
Word) (Default) 9 9 9

2*N+1 0x094 MORIAG6 register offset (lower word).
Lanes can be disabled by setting bits[7:0] in

2%N+2 0x0000 0X00FO OXOOFC OXOOFE this offset. Having bit[X] set causes laneX to
be disabled, resulting in narrower link widths
(bits per lane).

The maximum link width is loaded into the Max Link Width field of the PCle Capability register
(LCAP[11:6]). Hardware default is the x8 link.

During link configuration, the platform and the 82599 negotiate on a common link width. The link width
must be one of the supported PCle link widths (x1, 2%, x4, x8), such that:

= If Maximum Link Width = x8, then the 82599 negotiates to either x8, x4, x2 or x11

« If Maximum Link Width = x4, then the 82599 negotiates to either x4 or x1

« If Maximum Link Width = x1, then the 82599 only negotiates to x1

The 82599 does not initiate a hardware autonomous link width change.

3.1.6.3 Polarity Inversion
If polarity inversion is detected, the receiver must invert the received data.

During the training sequence, the receiver looks at symbols 6-15 of TS1 and TS2 as the indicators of
lane polarity inversion (D+ and D- are swapped). If lane polarity inversion occurs, the TS1 symbols 6-
15 received are D21.5 as opposed to the expected D10.2. Similarly, if lane polarity inversion occurs,
symbols 6-15 of the TS2 ordered set are D26.5 as opposed to the expected 5 D5.2. This provides the
clear indication of lane polarity inversion.

3.1.6.4 LOs Exit Latency

The number of FTS sequences (N_FTS) sent during LOs exit is loaded from the EEPROM into an 8-bit
read-only register.

1. See restriction in Section 3.1.6.6.
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3.1.6.5 Lane-to-Lane De-Skew

A multi-lane link can have many sources of lane-to-lane skew. Although symbols are transmitted
simultaneously on all lanes, they cannot be expected to arrive at the receiver without lane-to-lane
skew. The lane-to-lane skew can include components, which are less than one bit time, bit time units
(400/200 ps for 2.5/5 Gb), or full symbol time units (4/2 ns). This type of skew is caused by the
retiming repeaters' insert/delete operations. Receivers use TS1 or TS2 or Skip Ordered Sets (SOS) to
perform link de-skew functions.

The 82599 supports de-skew of up to 12 symbols time (48 ns for PCle v2.0 (2.5GT/s) and 24 ns for
PCle V1.0 (5GT/s)).

3.1.6.6 Lane Reversal
Auto lane reversal is supported by 82599 at its hardware default setting. The following lane reversal
modes are supported:
= Lane configurations x8, x4, x2, and x1
* Lane reversal in x8 and in x4
 Degraded mode (downshift) from x8 to x4 to x2 to x1 and from x4 to x1, with one restriction — if
lane reversal is executed in x8, then downshift is only to x1 and not to x4.

Figure 3.2 through Figure 3.5 shows the lane downshift in both regular and reversal connections as well
as lane connectivity from a system level perspective.

Root Root
Complex Complex
Ethernet Ethernet Ethernet
Controller Controller Controller

Figure 3.2. Lane Downshift in an x8 Configuration
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Lane Downshift in a Reversal x8 Configuration

Figure 3.3.
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Lane Downshift in a x4 Configuration

Figure 3.4.
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Ethernet Controller
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Ethernet Controller

Figure 3.5.

Lane Downshift in an x4 Reversal Configuration

Auto lane reversal can be disabled or forced to reversal mode by setting the internal registers:
PHYLTSSMDBGOO and LTSSMDBGO. These registers are loaded from the PCle Analog Configuration
Module in the EEPROM and could be set as follows. Note that these setting are not likely being needed

in normal operation:

EEPROM Word Offset
(starting at odd word)

Lane reversal
Disable Setting

Force Lane
reversal Setting

Description

2*N+1 0x310 0x310 PHYLTSSMDBGOO register OFFSET (lower word)
2*N+2 0x0003 0x0013 Lower word DATA of the PHYLTSSMDBGOO register
2*N+5 0x314 0x314 LTSSMDBGO register OFFSET (lower word)

2*N+6 0x3920 0x3920 Lower word DATA of the LTSSMDBGO register
3.1.6.7 Reset

The PCle PHY supplies the core reset to the 82599. The reset can be caused by the following events:

« Upstream move to hot reset — Inband Mechanism (LTSSM).

= Recovery failure (LTSSM returns to detect)

- Upstream component moves to disable.

3.1.6.8

Scrambler Disable

The scrambler/de-scrambler functionality in the 82599 can be eliminated by two mechanisms:

= Upstream according to the PCle specification
= EEPROM bit — Scram_dis.
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3.1.7 Error Events and Error Reporting

3.1.7.1 General Description

PCle defines two error reporting paradigms: the baseline capability and the Advanced Error Reporting
(AER) capability. The baseline error reporting capabilities are required of all PCle devices and define the
minimum error reporting requirements. The AER capability is defined for more robust error reporting
and is implemented with a specific PCle capability structure. Both mechanisms are supported by the
82599.

The SERR# Enable and the Parity Error bits from the Legacy Command register also take part in the
error reporting and logging mechanism.

In a multi-function device, PCle errors that are not related to any specific function within the device are
logged in the corresponding status and logging registers of all functions in that device. These include
the following cases of Unsupported Request (UR):

= A memory or I/0 access that does not match any BAR for any function
= Messages
= Configuration accesses to a non-existent function

Figure 3.6 shows, in detail, the flow of error reporting in the 82599.
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Figure 3.6.

3.1.7.2

Error Reporting Mechanism

Error Events

Table 3.9 lists the error events identified by the 82599 and the response in terms of logging, reporting,
and actions taken. Refer to the PCle specification for the effect on the PCI Status register.
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Table 3.9.

Response and Reporting of PCle Error Events

Error Name

Error Events

Default Severity

Action

Physical Layer Errors

Receiver Error

8b/10b Decode Errors
Packet Framing Error

Correctable
Send ERR_CORR

TLP to Initiate NAK, Drop Data
DLLP to Drop

Data Link Errors

Bad CRC

Correctable

Bad TLP Not Legal EDB TLP to Initiate NAK, Drop D
ad ot Lega Send ERR CORR to Initiate , Drop Data
Wrong Sequence Number -
Correctabl
Bad DLLP Bad CRC orrectable DLLP 1o Drop
Send ERR_CORR
: I
Replay Timer REPLAY_TIMER expiration Correctable Follow LL Rules
Timeout - Send ERR_CORR
REPLAY NUM Correctable
REPLAY NUM Rollover Follow LL Rules
Rollover Send ERR_CORR

Data Link Layer
Protocol Error

Violations of Flow Control
Initialization Protocol

Uncorrectable
Send ERR_FATAL

TLP Errors

Poisoned TLP

TLP With Error Forwarding

Uncorrectable
ERR_NONFATAL

If completion TLP:
Error is non-fatal (default case)
= Send error message if advisory

= Retry the request once and send
advisory error message on each failure

Received Log Header = If fails, send uncorrectable error
message
Error is defined as fatal
= Send uncorrectable error message
Wrong Config Access
MRdLk
Config Request Typel
Unsupported Vendor Defined Uncorrectable
Unsupported Type O Message

Request (UR)

Not Valid MSG Code
Not Supported TLP Type
Wrong Function Number

Received TLP Outside Address
Range

ERR_NONFATAL
Log header

Send Completion With UR

Completion Timeout

Completion Timeout Timer
Expired

Uncorrectable
ERR_NONFATAL

Error is non-fatal (default case)
= Send error message if advisory

« Retry the request once and send
advisory error message on each failure

< If fails, send uncorrectable error
message

Error is defined as fatal
= Send uncorrectable error message

Completer Abort

Received Target Access With
Data Size >64 bits

Uncorrectable.
ERR_NONFATAL
Log header

Send completion with CA

Unexpected
Completion

Received Completion Without
a Request For It (Tag, ID, etc.)

Uncorrectable
ERR_NONFATAL
Log Header

Discard TLP

Receiver Overflow

Received TLP Beyond
Allocated Credits

Uncorrectable
ERR_FATAL

Receiver Behavior is Undefined
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Table 3.9. Response and Reporting of PCle Error Events

= Minimum Initial Flow Control
Flow Control Advertisements Uncorrectable.
Protocol Error « Flow Control Update for ERR_FATAL

Infinite Credit Advertisement

Receiver Behavior is Undefined

« Data Payload Exceed
Max_Payload_Size

= Received TLP Data Size Does
Not Match Length Field

« TD field value does not

Uncorrectable

Malformed TLP (MP) correspond with the observed ERR_FATAL Drop the Packet, Free FC Credits
size Log Header
= PM Messages That Don’t Use
TCO.
= Usage of Unsupported VC
Completion with No Action (already done
Unsuccessful by originator of Free FC Credits
Completion Status completion)
3.1.7.3 Error Forwarding (TLP Poisoning)

If a TLP is received with an error-forwarding trailer, the packet is dropped and is not delivered to its
destination. The 82599 then reacts as described in Table 3.9.

The 82599 does not initiate any additional master requests for that PCI function until it detects an
internal software reset for the associated LAN port. Software is able to access device registers after
such a fault.

System logic is expected to trigger a system-level interrupt to inform the operating system of the
problem. Operating systems can then stop the process associated with the transaction, re-allocate
memory to a different area instead of the faulty area, etc.

3.1.7.4 End-to-End CRC (ECRC)

The 82599 supports ECRC as defined in the PCle specification. The following functionality is provided:
* Inserting ECRC in all transmitted TLPs:

— The 82599 indicates support for inserting ECRC in the ECRC Generation Capable bit of the PCle
configuration registers. This bit is loaded from the ECRC Generation EEPROM bit.

— Inserting ECRC is enabled by the ECRC Generation Enable bit of the PCle configuration
registers.

« ECRC is checked on all incoming TLPs. A packet received with an ECRC error is dropped. Note that
for completions, a completion timeout occurs later (if enabled), which results in re-issuing the
request.

— The 82599 indicates support for ECRC checking in the ECRC Check Capable bit of the PCle
configuration registers. This bit is loaded from the ECRC Check EEPROM bit.

— Checking of ECRC is enabled by the ECRC Check Enable bit of the PCle configuration registers.
 ECRC errors are reported
« System software can configure ECRC independently per each LAN function
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3.1.7.5 Partial Read and Write Requests
Partial memory accesses

The 82599 has limited support of read and write requests with only part of the byte enable bits set:
= Partial writes with at least one byte enabled are silently dropped.

= Zero-length writes have no internal impact (nothing written, no effect such as clear-by-write). The
transaction is treated as a successful operation (no error event).

= Partial reads with at least one byte enabled are handled as a full read. Any side effect of the full
read (such as clear by read) is also applicable to partial reads.

= Zero-length reads generate a completion, but the register is not accessed and undefined data is
returned.

Note: The 82599 does not generate an error indication in response to any of the previous events.

Partial 1/0 accesses
= Partial access on address
— A write access is discarded
— A read access returns OxFFFF
e Partial access on data, where the address access was correct
— A write access is discarded
— A read access performs the read

3.1.7.6 Error Pollution

Error pollution can occur if error conditions for a given transaction are not isolated to the error's first
occurrence. If the PHY detects and reports a receiver error, to avoid having this error propagate and
cause subsequent errors at the upper layers, the same packet is not signaled at the data link or
transaction layers. Similarly, when the data link layer detects an error, subsequent errors that occur for
the same packet are not signaled at the transaction layer.

3.1.7.7 Completion With Unsuccessful Completion Status

A completion with unsuccessful completion status is dropped and not delivered to its destination. The
request that corresponds to the unsuccessful completion is retried by sending a new request for
undeliverable data.

3.1.7.8 Error Reporting Changes

The PCle Rev. 1.1 specification defines two changes to advanced error reporting. A (new) Role Based
Error Reporting bit in the Device Capabilities register is set to 1b to indicate that these changes are
supported by the 82599.

1. Setting the SERR# Enable bit in the PCI Command register also enables UR reporting (in the same
manner that the SERR# Enable bit enables reporting of correctable and uncorrectable errors). In
other words, the SERR# Enable bit overrides the Unsupported Request Error Reporting Enable bit in
the PCle Device Control register.
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2. Changes in the response to some uncorrectable non-fatal errors detected in non-posted requests to
the 82599. These are called Advisory Non-Fatal Error cases. For each of the errors listed, the
following behavior is defined:

— The Advisory Non-Fatal Error Status bit is set in the Correctable Error Status register to indicate
the occurrence of the advisory error and the Advisory Non-Fatal Error Mask corresponding bit in
the Correctable Error Mask register is checked to determine whether to proceed further with
logging and signaling.

— If the Advisory Non-Fatal Error Mask bit is clear, logging proceeds by setting the corresponding
bit in the Uncorrectable Error Status register, based upon the specific uncorrectable error that's
being reported as an advisory error. If the corresponding Uncorrectable Error bit in the
Uncorrectable Error Mask register is clear, the First Error Pointer and Header Log registers are
updated to log the error, assuming they are not still occupied by a previous unserviced error.

— An ERR_COR Message is sent if the Correctable Error Reporting Enable bit is set in the Device
Control register. An ERROR_NONFATAL message is not sent for this error.

The following uncorrectable non-fatal errors are considered as advisory non-fatal errors:

« A completion with an Unsupported Request or Completer Abort (UR/CA) status that signals an
uncorrectable error for a non-posted request. If the severity of the UR/CA error is non-fatal, the
completer must handle this case as an advisory non-fatal error.

< When the requester of a non-posted request times out while waiting for the associated completion,
the requester is permitted to attempt to recover from the error by issuing a separate subsequent
request or to signal the error without attempting recovery. The requester is permitted to attempt
recovery zero, one, or multiple (finite) times, but must signal the error (if enabled) with an
uncorrectable error message if no further recovery attempt is made. If the severity of the
completion timeout is non-fatal, and the requester elects to attempt recovery by issuing a new
request, the requester must first handle the current error case as an advisory non-fatal error.

* Reception of a poisoned TLP. See Section 3.1.7.3.

< When a receiver receives an unexpected completion and the severity of the unexpected completion
error is non-fatal, the receiver must handle this case as an advisory non-fatal error.

3.1.8 Performance Monitoring

The 82599 incorporates PCle performance monitoring counters to provide common capabilities to
evaluate performance. The 82599 implements four 32-bit counters to correlate between concurrent
measurements of events as well as the sample delay and interval timers. The four 32-bit counters can
also operate in a two 64-bit mode to count long intervals or payloads. Software can reset, stop, or start
the counters (all at the same time).

Some counters operate with a threshold — the counter increments only when the monitored event
crossed a configurable threshold (such as the number of available credits is below a threshold)

Counters operate in one of the following modes:
< Count mode — the counter increments when the respective event occurred

- Leaky bucket mode — the counter increments only when the rate of events exceeded a certain
value. See Section 3.1.8.1 for more details.

The list of events supported by the 82599 and the counters Control bits are described in
Section 8.2.3.4.
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3.1.8.1 Leaky Bucket Mode

Each of the counters can be configured independently to operate in a leaky bucket mode. When in leaky
bucket mode, the following functionality is provided:

= One of four 16-bit Leaky Bucket Counters (LBC) is enabled via the LBC Enable [3:0] bits in the PCle
Statistic Control register #1.

= The LBC is controlled by the GIO_COUNT_START, GIO_COUNT_STOP, GIO_COUNT_RESET bits in
the PCle Statistic Control register #1.

= The LBC increments every time the respective event occurs.

= The LBC is decremented every T us as defined in the LBC Timer field in the PCle Statistic Control
registers.

< When an event occurs and the value of the LBC meets or exceeds the threshold defined in the LBC
Threshold field in the PCle Statistic Control registers, the respective statistics counter increments,
and the LBC counter is cleared to zero.

3.2 SMBus

SMBus is a management interface for pass through and/or configuration traffic between an external
Management Controller (MC) and the 82599.

3.2.1 Channel Behavior

The SMBus specification defines the maximum frequency of the SMBus as 100 KHz. However, the
SMBus interface can be activated up to 400 KHz without violating any hold and setup time.

SMBus connection speed bits define the SMBus mode. Also, SMBus frequency support can be defined
only from the EEPROM.

3.2.2 SMBus Addressing

The number of SMBus addresses that the 82599 responds to depends on the LAN mode (teaming/non-
teaming). If the LAN is in teaming mode (fail-over mode), the 82599 is presented over the SMBus as
one device and has one SMBus address. If the LAN is in non-teaming mode, the SMBus is presented as
two SMBus devices on the SMBus (two SMBus addresses). In dual-address mode, all pass through
functionality is duplicated on the SMBus address, where each SMBus address is connected to a different
LAN port.

Note: Designers are not allowed to configure both ports to the same address. When a LAN function
is disabled, the corresponding SMBus address is not presented to the MC.

The SMBus address method is defined through the SMB Addressing Mode bit in the EEPROM. The
SMBus addresses are set using the SMBus 0 Slave Address and SMBus 1 Slave Address fields in the
EEPROM.

Note: If single-address mode is selected, only the SMBus O Slave Address field is valid.

The SMBus addresses (those that are enabled from the EEPROM) can be re-assigned using the SMBus
ARP protocol.

Besides the SMBus address values, all the previous parameters of the SMBus (SMBus channel selection,
addressing mode, and address enable) can be set only through the EEPROM.

All SMBus addresses should be in Network Byte Order (NBO) with the most significant byte first.
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3.2.3 SMBus Notification Methods

The 82599 supports three methods of signaling the external MC that it has information that needs to be
read by the external MC:

e SMBus alert — Refer to Section 3.2.3.1.

« Asynchronous notify — Refer to Section 3.2.3.2.

= Direct receive — Refer to section Section 3.2.3.3.
The notification method that is used by the 82599 can be configured from the SMBus using the Receive
Enable command. The default method is set from the Notification Method field in the LRXEN1 word from
the EEPROM.
The following events cause the 82599 to send a notification event to the external MC:

= Receiving a LAN packet designated for the MC.

+ Receiving a Request Status command from the MC that initiates a status response.

= The 82599 is configured to notify the external MC upon status changes (by setting the EN_STA bit
in the Receive Enable command) along with one of the following events:

— TCO Command Aborted
— Link Status changed

— Power state change

— LinkSec indication

There can be cases where the external MC is hung and cannot respond to the SMBus notification. The
82599 has a timeout value defined in the EEPROM (refer to Section 6.4.4.3) to avoid hanging while
waiting for the notification response. If the MC does not respond until the timeout expires, the
notification is de-asserted.

3.2.3.1 SMBus Alert and Alert Response Method

The SMBus Alert# signal is an additional SMBus signal, which acts as an asynchronous interrupt signal
to an external SMBus master. The 82599 asserts this signal each time it has a message that it needs
the external MC to read and if the chosen notification method is the SMBus alert method.

Note: SMBus Alert# is an open-drain signal, which means that other devices beside the 82599 can
be connected to the same alert pin and the external MC requires a mechanism to distinguish
between the alert sources as follows:

The external MC responds to the alert by issuing an ARA cycle to detect the alert source device. The
82599 responds to the ARA cycle (if it was the SMBus alert source) and de-asserts the alert when the
ARA cycle completes. Following the ARA cycle, the MC issues a Read command to retrieve the 82599
message.

Note: Some MCs do not implement the ARA cycle transaction. These MCs respond to an alert by
issuing a Read command to the 82599 (0xC0/0xDO0O or OxXDE). The 82599 always responds to
a Read command even if it is not the source of the notification. The default response is a
status transaction. If the 82599 is the source of the SMBus alert, it replies to the read
transaction.

The ARA cycle is an SMBus receive byte transaction to SMBus Address 0x18.

Note: The ARA transaction does not support PEC.
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The alert response address transaction format is as follows:

1 7 1 1 8 1 1
S Alert Response Address Rd A Slave Device Address A P
0001 100 (0] (0] 1

Figure 3.7. SMBus ARA Cycle Format

3.2.3.2 Asynchronous Notify Method

When configured using the asynchronous notify method, the 82599 acts as an SMBus master and
notifies the external MC by issuing a modified form of the write word transaction. The asynchronous
notify transaction SMBus address and data payload are configured using the Receive Enable command
or by using the EEPROM defaults (see Section 6.4.3.19).

Note: The asynchronous notify is not protected by a PEC byte.

1 7 1 1 7 1 1
S Target Address Wr A Sending Device Address A eee
MC Slave Address 0 0 Manageability Slave SMBus 0 0
Address
8 1 8 1 1
Data Byte Low A Data Byte High A | P
Interface 0 Alert Value

Figure 3.8. Asynchronous Notify Command Format

3.2.3.3 Direct Receive Method

If configured, the 82599 has the capability to send the message it needs to transfer to the external MC,
as a master over the SMBus instead of alerting the MC and waiting for it to read the message.

The message format is shown Figure 3.9. Note that the command that should be used is the same
command that should be used by the MC in the Block Read command and the opcode that the 82599
puts in the data is the same as it would have put in the Block Read command of the same functionality.
The rules for the F an L flags are also the same as in the Block Read command.

1 7 1 1 1 1 6 1
S Target Address Wr A F L Command A LI
First Last Receive TCO Command
MC Slave Address (o] (6]
Flag | Flag 01 0000b
8 1 8 1 1 8 1 1
Byte Count A Data Byte 1 A cee A Data Byte N A P
N

Figure 3.9. Direct Receive Transaction Format
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3.2.4 Receive TCO Flow

The 82599 is used as a channel for receiving packets from the network link and passing them to the
external MC. The MC can configure the 82599 to pass specific packets to the MC (see Section 10.2).
Once a full packet is received from the link and identified as a manageability packet that should be
transferred to the MC, the 82599 starts the receive TCO transaction flow to the MC.

The maximum SMBus fragment length is defined in the EEPROM (see Section 6.4.4.2). The 82599 uses
the SMBus notification method to notify the MC that it has data to deliver. The packet is divided into
fragments, where the 82599 uses the maximum fragment size allowed in each fragment. The last
fragment of the packet transfer is always the status of the packet. As a result, the packet is transferred
in at least two fragments. The data of the packet is transferred in the receive TCO LAN packet
transaction.

When SMBus alert is selected as MC notification method, the 82599 notifies the MC on each fragment of
a multi-fragment packet.

When asynchronous notify is selected as the MC notification method, the 82599 notifies the MC only on
the first fragment of a received packet. It is the MC's responsibility to read the full packet including all
the fragments.

Any timeout on the SMBus notification results in discarding of the entire packet. Any NACK by the MC
on one of the 82599's receive bytes also causes the packet to be silently discarded.

Since SMBus throughput is lower than the network link throughput, the 82599 uses an 8 KB internal
buffer per LAN port, which stores incoming packets prior to being sent over the SMBus interface. The
82599 services back-to-back management packets as long as the buffer does not overflow.

The maximum size of the received packet is limited by the 82599 hardware to 1536 bytes. Packets
larger then 1536 bytes are silently discarded. Any packet smaller than 1536 bytes is processed by the
82599.

Note: When the RCV_EN bit is cleared, all receive TCO functionality is disabled including packets
directed to the MC as well as auto ARP processing.

3.2.5 Transmit TCO Flow

The 82599 is used as a channel for transmitting packets from the external MC to the network link. The
network packet is transferred from the external MC over the SMBus, and then, when fully received by
the 82599, is transmitted over the network link.

In dual-address mode, each SMBus address is connected to a different LAN port. When a packet
received in SMBus transactions using the SMBus O Slave Address, it is transmitted to the network using
LAN port O and is transmitted through LAN port 1 if received on SMBus 1 Slave Address. In single-
address mode, the transmitted port is chosen according to the fail-over algorithm (see

Section 10.2.2.2).

The 82599 supports packets up to an Ethernet packet length of 1536 bytes. SMBus transactions can be
up to 240 bytes in length, which means that packets can be transferred over the SMBus in more than
one fragment. In each command byte there are the F and L bits. When the F bit is set, it means that
this is the first fragment of the packet and L means that it is the last fragment of the packet (when both
are set, it means that the entire packet is in one fragment). The packet is sent over the network link
only after all its fragments have been received correctly over the SMBus.
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The 82599 calculates the L2 CRC on the transmitted packet, and adds its four bytes at the end of the
packet. Any other packet field (such as XSUM) must be calculated and inserted by the external MC
controller (the 82599 does not change any field in the transmitted packet, besides adding padding and
CRC bytes). If the packet sent by the MC is bigger than 1536 bytes, then the packet is silently discard
by the 82599.

The minimum packet length defined by the 802.3 specification is 64 bytes. The 82599 pads packets
that are less than 64 bytes to meet the specification requirements (no need for the MC to do it). There
is one exception, that is if the packet sent over the SMBus is less than 32 bytes, the MC must pad it for
at least 32 bytes. The passing bytes value should be zero. Packets which are smaller then 32 bytes
(including padding) are silently discarded by the 82599.

If the network link is down when the 82599 has received the last fragment of the packet, it silently
discards the packet.

Note: Any link down event while the packet is being transferred over the SMBus does not stop the
operation, since the 82599 waits for the last fragment to end to see whether the network link
is up again.

The transmit SMBus transaction is described in Section 10.5.2.1.

3.2.5.1 Transmit Errors in Sequence Handling

Once a packet is transferred over the SMBus from the MC to the 82599 the F and L flags should follow
specific rules. The F flag defines that this is the first fragment of the packet, and the L flag defines that
the transaction contains the last fragment of the packet.

Table 3.10 lists the different option of the flags in transmit packet transactions:

Table 3.10. SMBus Transmit Sequencing

Previous Current Action/Notes
Last First Allowed — accept both.
Last Not First Error for current transaction. Current transaction is discarded and an abort status is asserted.

Error for previous transaction. The previous transaction (until previous First) is discarded. The current
Not Last First packet is processed.

No abort status is asserted.

Not Last Not First The 82599 can process the current transaction.

Please note that since every other Block Write command in the TCO protocol has both the F and L flags
off, they cause flushing any pending transmit fragments that were previously received.

3.2.5.2 TCO Command Aborted Flow

Bit 6 in first byte of the status returned from the 82599 to the external MC indicates that there was a
problem with previous SMBus transactions or with the completion of the operation requested in
previous transaction.
The abort can be asserted due to any of the following reasons:

= Any error in the SMBus protocol (NACK, SMBus time outs).

= Any error in compatibility due to required protocols to specific functionality (RX Enable command
with byte count not 1/14 as defined in the command specification).
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- If the 82599 does not have space to store the transmit packet from the MC (in an internal buffer)
before sending it to the link. In this case, all transactions are completed but the packet is discarded
and the MC is notified through the Abort bit.

< Error in F/L bit sequence during multi-fragment transactions.
= The Abort bit is asserted after an internal reset to the 82599 manageability unit.
Note: The abort in the status does not always imply that the last transaction of the sequence was

incorrect. There is a time delay between the time the status is read from the 82599 and the
time the transaction has occurred.

3.2.6 Concurrent SMBus Transactions

Concurrent SMBus write transactions are not permitted. Once a transaction is started, it must be
completed before additional transaction can be initiated.

3.2.7 SMBus ARP Functionality

The 82599 supports the SMBus ARP protocol as defined in the SMBus 2.0 specification. Note that the
82599 is a persistent slave address device each time its SMBus address is valid after power-up and
loaded from the EEPROM. The 82599 supports all SMBus ARP commands defined in the SMBus
specification, both general and directed.

Note: SMBus ARP can be disabled through EEPROM configuration (See Section 6.4.4.3).

3.2.7.1 SMBus ARP in Dual-/Single-Mode

The 82599 can operate in either single SMBus address mode or in dual SMBus address mode. These
modes reflect on its SMBus-ARP behavior.

When working in single-address mode, the 82599 presents itself on the SMBus as one device, and
responds to SMBus-ARP as only one device. In this case its SMBus address is SMBus address O as
defined in EEPROM SMBus ARP addresses word (see Section 6.4.4.4). The device has only one Address
Resolved (AR) and one Address Valid (AV) flag each. The vendor ID that is the Ethernet MAC address of
the LAN's port, is taken from port O address.

In dual-address mode, the 82599 responds as two SMBus devices, meaning it has two sets of AR/AV
flags (one for each port). The 82599 should respond twice to the SMBus-ARP master, one time for each
port. Both SMBus addresses are taken from the SMBus ARP addresses word of the EEPROM. The Unique
Device ldentifier (UDID) is different between the two ports in the version ID field, which represent the
Ethernet MAC address, which is different between the two ports. It is recommended for the 82599 to
first answer as port 0, and only when the address is assigned, to answer as port 1 to the Get UDID
command.

3.2.7.2 SMBus ARP Flow

SMBus-ARP flow is based on the status of two AVs and ARs:

« Address Valid — This flag is set when the 82599 has a valid SMBus address.

= Address Resolved — This flag is set when the 82599 SMBus address is resolved: SMBus address
was assigned by the SMBus-ARP process.

Note: These flags are internal the 82599 flags and not shown to external SMBus devices.
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Since the 82599 is a Persistent SMBus Address (PSA) device, the AV flag is always set, while the AR flag
is cleared after power-up until the SMBus-ARP process completes. Since AV is always set, it means that
the 82599 always has a valid SMBus address. The entire SMBus ARP Flow is described in Figure 3.10.

When the SMBus master needs to start the SMBus-ARP process, it resets (in terms of ARP functionality)
all the devices on the SMBus, by issuing either Prepare to ARP or Reset Device commands. When the

82599 accepts one of these commands, it clears its AR flag (if set from previous SMBus-ARP process),
but not its AV flag (The current SMBus address remains valid until the end of the SMBus ARP process).

A cleared AR flag means that the 82599 answers the following SMBus ARP transactions that are issued
by the master. The SMBus master then issues a Get UDID command (General or Directed), to identify
the devices on the SMBus. The 82599 responds to the Directed command all the time, and to the
General command only if its AR flag is not set. After the Get UDID, the master assigns the 82599
SMBus address, by issuing Assign Address command. The 82599 checks whether the UDID matches its
own UDID, and if there is a match it switches its SMBus address to the address assigned by the
command (byte 17). After accepting the Assign Address command, the AR flag is set, and from this
point (as long as the AR flag is set), the 82599 does not respond to the Get UDID General command,
while all other commands should be processed even if the AR flag is set.
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Power-Up reset

Set AV flag; Clear AR flag
Load SMB address from EPROM

Process regular
command

ACK the command
and clear AR flag

ACK the command
and clear AR flag

NACK packet

ACK packet
Set slave Address and
store it in EEPROM
Set AR flag

Return UDID
NACK packet
Yes
» Return UDID '—»

@egal command handlin@

Figure 3.10. SMBus ARP Flow
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3.2.7.2.1 SMBus ARP UDID Content

The UDID provides a mechanism to isolate each device for the purpose of address assignment. Each
device has a unique identifier. The 128-bit number is comprised of the following fields:

1 Byte 1 Byte 2 Bytes 2 Bytes 2 Bytes 2 Bytes 2 Bytes 4 Bytes
Device Version/ ’ Subsystem Subsystem Vendor
Capabilities Revision Vendor ID Device ID Interface Vendor 1D Device ID Specific ID

As reflected in
the Device ID

See as follows | See as follows 0x8086 field in the 0x0004 0x0000 0x0000 See as follows
PCI config
space
MSB LSB
Where:

= Vendor ID:

= Device ID:

« Interface:

= Subsystem Fields

The device manufacturer’s ID as assigned by the SBS Implementers’ Forum or the PCI SIG.
Constant value: 0x8086.

The device ID as assigned by the device manufacturer (identified by the Vendor ID field).
Constant value: 0x10D8.

Identifies the protocol layer interfaces supported over the SMBus connection by the device.
In this case, SMBus Version 2.0
Constant value: 0x0004.

These fields are not supported and return zeros.

Device Capabilities: Dynamic and Persistent Address, PEC Support bit

7 6 5 4 3 2 1 0}
PEC
Address Type Reserved (0) Reserved (0) Reserved (0) Reserved (0) Reserved (0) Supported
Ob 1b Ob Ob Ob Ob Ob Ob
MSB LSB
Version/Revision: UDID Version 1, Silicon Revision
7 6 5 4 3 2 1 (0]
Reserved (0) Reserved (0) UDID Version Silicon Revision ID
Ob Ob 001b See as follows
MSB LSB

Silicon Revision ID:

Silicon Version

Revision ID

AO

000b

BO

001b
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Vendor Specific ID:

Four LSB bytes of the device Ethernet MAC address. The device Ethernet MAC address is taken from the
EEPROM LAN Core 0/1 Modules in the EEPROM (see Section 6.3.7.2). Note that in the 82599 there are
two Ethernet MAC Addresses (one for each port).

1 Byte 1 Byte 1 Byte 1 Byte

Ethernet MAC Address, byte 3 | Ethernet MAC Address, byte 2 | Ethernet MAC Address, byte 1 | Ethernet MAC Address, byte O

MSB LsSB

3.2.8 LAN Fail-Over Through SMBus

In fail-over mode, the 82599 determines which ports are used for transmit/reactive (according to the
configuration). LAN fail-over is tied to the SMBus addressing mode. When the SMBus is dual-address
mode, the 82599 does not activate its fail-over mechanism (it ignores the fail-over register), and
operates in two individual LAN ports. When the SMBus is in single-address mode, in PT mode, the
82599 operates in fail-over mode as described in section Section 10.2.2.2.

3.3 Network Controller — Sideband Interface (NC-SI)

In the 82599, the NC-SI interface is connected to an external MC. Note that the 82599 NC-SI interface
meets the NC-SI specification as a PHY-side device.

3.3.1 Electrical Characteristics
The 82599 complies with the electrical characteristics defined in the NC-SI specification.

The 82599 NC-SI behavior is configured by the 82599 on power-up:

* The output driver strength for the NC-SI output signals is configured by the EEPROM RMM Out
Buffer Strength field (default = Ox1F).

= The NC-SI topology is loaded from the EEPROM (point-to-point or multi-drop with the default being
point-to-point).

The 82599 dynamically drives its NC-SI output signals as required by the sideband protocol:
* On power up, the 82599 floats the NC-SI outputs.

- If the 82599 operates in point-to-point mode, then the 82599 starts driving the NC-SI outputs at
some time following power up.

- If the 82599 operates in a multi-drop mode, the 82599 drives the NC-SI outputs as configured by
the MC.

3.3.2 NC-SI Transactions

Compatible with the NC-SI specification.

76



[ ®
Interconnects — 82599 10 GbE Controller l n tel ,

3.4 EEPROM

3.4.1 General Overview

The 82599 uses an EEPROM device for storing product configuration information. The EEPROM is
divided into three general regions:

Hardware accessed — loaded by the 82599 hardware after power-up, PCI reset de-assertion, D3 to DO
transition, or software reset. Different hardware sections in the EEPROM are loaded at different events.
See further details on power-up and reset sequences in Section 4.0.

Firmware Area — Includes structures used by the firmware for management configuration in its
different modes.

Software accessed — used by software only. The meaning of these registers as listed here is a
convention for software only and is ignhored by the 82599.

3.4.2 EEPROM Device

The EEPROM interface supports an SPI interface and. It expects the EEPROM to be capable of 5 MHz
operation.

The 82599 is compatible with many sizes of 4-wire serial EEPROM devices. A 4096-bit serial SPI
compatible EEPROM can be used. All EEPROM's are accessed in 16-bit data words only.

The 82599 automatically determines the address size to be used with the SPI EEPROM it is connected
to, and sets the EEPROM Size field of the EEPROM/FLASH Control and Data register
(EEC.EE_ADDR_SIZE) field appropriately. Software can use this size to determine how to access the
EEPROM. The exact size of the EEPROM is determined within one of the EEPROM words.

3.4.3 EEPROM Vital Content

The EEPROM contains several main types of vital content: pre-boot, pre-operating system and pre-
driver parameters, manageability related structures, hardware default parameters, and driver default
parameters. The 82599 must have the EEPROM to auto-load these settings.

3.4.4 Software Accesses

The 82599 provides two different methods for software access to the EEPROM.
= Use the built-in controller to read the EEPROM
* Access the EEPROM directly using the EEPROM's 4-wire interface

In addition, the Vital Product Data (VPD) area of the EEPROM can be accessed via the VPD capability
structure of the PCle.

Software can use the EEPROM Read (EERD) register to cause the 82599 to read a word from the
EEPROM that the software can then use. To do this, software writes the address to read to the Read
Address (EERD.ADDR) field and then simultaneously writes a 1b to the Start Read bit (EERD.START).
The 82599 reads the word from the EEPROM, sets the Read Done bit (EERD.DONE), and puts the data
in the Read Data field (EERD.DATA). Software can then poll the EEPROM Read register until it sees the
Read Done bit set, then use the data from the Read Data field.

Note: Any words read this way are not written to the 82599's internal registers.
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Software can also directly access the EEPROM's 4-wire interface through the EEPROM/Flash Control
(EEC) register. It can use this for reads, writes, or other EEPROM operations.

To directly access the EEPROM, software should follow these steps:
1. Write a 1b to the EEPROM Request bit (EEC.EE_REQ).

2. Read the EEPROM Grant bit (EEC.EE_GNT) until it becomes 1b. It remains Ob as long as hardware is
accessing the EEPROM.

3. Write or read the EEPROM using the direct access to the 4-wire interface as defined in the EEPROM/
Flash Control and Data (EEC) register. The exact protocol used depends on the EEPROM placed on
the board and can be found in the appropriate EEPROM datasheet.

4. Write a Ob to the EEPROM Request bit (EEC.EE_REQ).

Note: Each time the EEPROM is not valid (blank EEPROM or wrong signature), software should use
the direct access to the EEPROM through the EEC register.

3.4.5 Signature Field

The only way the 82599 has to tell if an EEPROM is present is by trying to read the EEPROM. The 82599
first reads the EEPROM Control word at word address 0x000000 and at address 0x000800. It then
checks the signature value at bits 7 and 6 in both addresses. If bit 7 is Ob and bit 6 is 1b in one of the
two addresses, it considers the EEPROM to be present and valid. It then reads the additional EEPROM
words and programs its internal registers based on the values read. Otherwise, it ignores the values it
reads from that location and does not read any other words.

3.4.6 Protected EEPROM Space

The 82599 provides a mechanism for a hidden area in the EEPROM of the host. The hidden area cannot
be read or write accessed via the EEPROM registers in the CSR space. It can be accessed only by the
manageability subsystem.

After the EEPROM was configured to be protected, changing bits that are protected require specific
manageability instructions with an authentication mechanism. This mechanism is defined in the
firmware documentation.

3.4.6.1 Initial EEPROM Programming

In most applications, initial EEPROM programming is done directly on the EEPROM pins. Nevertheless, it
is desired to enable existing software utilities (accessing the EEPROM via the host interface) to initially
program the entire EEPROM without breaking the protection mechanism. Following a power up
sequence, the 82599 reads the hardware initialization words in the EEPROM. If the signature in both
word addresses 0x000000 and 0x000800 is not equal to 01b the EEPROM is assumed as non-
programmed. There are two effects of a non-valid signature:

1. The 82599 does not read any further EEPROM data and sets the relevant registers to default.

2. The 82599 enables host write (and read) access to any location in the EEPROM via the EEPROM CSR
registers.

3.4.6.2 EEPROM Protected Areas

The 82599 defines two protected areas in the EEPROM. The first area is words 0x00-0xOF. These words
hold the basic configuration and the pointers to all other configuration sections. The second area is a
programmable size area located at the end of the EEPROM and assigned with protecting the appropriate
sections that should be blocked for changes.
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3.4.6.3 Activating the Protection Mechanism

Following a device initialization, the 82599 reads the Init control 1 word from the EEPROM sectors 0 and
1. The 82599 turns on the protection mechanism if this word contains a valid signature (equals to 01b)
and bit 4 (EEPROM protection) is set to 1b. Once the protection mechanism is turned on, words 0x00-
OxOF area become write-protected and the hidden area that is defined by word Ox0 becomes read/write
protected to host access.

Note: Although possible by configuration, it is prohibited that the software sections in the EEPROM
is included as part of the EEPROM protected area.

3.4.6.4 Non Permitted Access to Protected Areas in the EEPROM

This section refers to EEPROM accesses by the host via the EEC (bit banging) or EERD (parallel read
access) registers. Following a write access to the protected areas in the EEPROM (word 0x0 and the
hidden area defined by word 0x0), hardware responds properly on the PCle bus but does not initiate
any access to the EEPROM. Following a read access to the hidden area in the EEPROM (as defined by
word 0x0), hardware does not access the EEPROM and returns meaningless data to the host.

Notes: Using the bit banging access, the SPI EEPROM can be accessed in a burst mode by providing
opcode, address, and then read or write data for multiple bytes. Hardware inhibits any
attempt to access the protected EEPROM locations even in burst accesses.

Software should not access the EEPROM in a burst write mode starting in a non-protected
area and continue to a protected one, or vice versa. In such a case, it is not guaranteed that
the write access to the non-protected area takes place.

3.4.7 EEPROM Recovery

The EEPROM contains fields that if programmed incorrectly might affect the functionality of the 82599.
The impact might range from an incorrect setting of some function (like LED programming), via
disabling of entire features (such as no manageability) and link disconnection, to inability to access the
device via the regular PCle interface.

The 82599 implements a mechanism that enables recovery from a faulty EEPROM no matter what the
impact is, using an SMBus message that instructs the firmware to invalidate the EEPROM.

This mechanism uses an SMBus message that the firmware is able to receive in all modes, no matter
what is the content of the EEPROM. After receiving this message, firmware clears word 0x0 including
the signature. Afterwards, the BIOS/operating system initiates a reset to force an EEPROM auto-load
process that fails and enables access to the device.

Firmware is programmed to receive such a command only from PCle reset until one of the functions
changes its status from DOu to DOa. Once one of the functions moves to DOa it can be safely assumed
that the device is accessible to the host and there is no further need for this function. This reduces the
possibility of malicious software using this command as a back door and limits the time the firmware
must be active in non-manageability mode.

The command is sent on a fixed SMBus address of OxC8. The format of the SMBus Block Write
command is as follows:

Function Command Data Byte

Release EEPROM OxC7 0xD8
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Notes: This solution requires a controllable SMBus connection to the 82599.

In case more than one the 82599 is in a state to accept this solution, all of the the 82599
devices connected to the same SMBus accept the command. The devices in DOu state release
the EEPROM.

After receiving a release EEPROM command, firmware should keep its current state. It is the
responsibility of the programmer updating the EEPROM to send a firmware reset if required after the
full EEPROM update process is done.

Data byte 0xD8 is the LSB of the 82599's default device ID.

An additional command is introduced to enable the EEPROM write directly from the SMBus interface to
enable the EEPROM modification (writing from the SMBus to any MAC CSR register). The same rules as
for the Release EEPROM command that determine when firmware accepts this command apply to this
command as well.

The command is sent on a fixed SMBus address of OxC8. The format of the SMBus Block Write
command is as follows:

Function Command C?:Jtr?t Data 1 Data 2 Data 3 Data 4 Data 7
. Config Config Config Config Config Data
EEPROM Write 0xC8 7 Address 2 Address 1 Address 0 Data MSB LSB

The most significant bit in Configuration address 2 indicates which port is the target of the access (O or
1). The 82599 always enables the manageability block after power up. The manageability clock is
stopped only if the manageability function is disabled in the EEPROM and one of the functions had
transitioned to DOa; otherwise, the manageability block gets the clock and is able to wait for the new
command.

This command enables writing to any MAC CSR register as part of the EEPROM recovery process. This
command can be used to write to the EEPROM and update different sections in it.

3.4.8 EEPROM Deadlock Avoidance

The EEPROM is a shared resource between the following clients:
1. Hardware auto read.
2. LAN port O and LAN port 1 software accesses.

3. Manageability-firmware accesses.

When accessing the EEPROM, software and manageability-firmware should use the EEPROM parallel
access. On this interface, hardware schedules the actual accesses to the EEPROM, avoiding starvation
of any client. The bit banging interface does not guarantee fairness between the clients, therefore it
should be avoided in nominal operation as much as possible. When write accesses to the EEPROM are
required the software or manageability should access the EEPROM one word at a time releasing the
interface after each word.

3.4.9 VPD Support

The EEPROM image can contain an area for VPD. This area is managed by the OEM vendor and does not
influence the behavior of the hardware. Word 0x2F of the EEPROM image contains a pointer to the VPD
area in the EEPROM. A value of OXFFFF means VPD is not supported and the VPD capability does not
appear in the configuration space.
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The maximal area size is 256 bytes but can be smaller. The VPD block is built of a list of resources. A
resource can be either large or small. The structure of these resources are listed in the following tables.

Table 3.11. Small Resource Structure

Offset 0 1—n
Content Tag = Oxxx,xyyyb (Type = Sma:)lgl(t);,s)ltem Name = xxxx, length = yy Data
Table 3.12. Large Resource Structure

Offset o] 1-2 3—n
Content Tag = 1xxx,xxxxb (Type = Large(1), Iltem Name = XXXXXXXX) Length Data

The 82599 parses the VPD structure during the auto-load process following PCle reset in order to
detect the read only and read/write area boundaries. The 82599 assumes the following VPD fields with
the limitations listed in Table 3.13.

Table 3.13. VPD Structure

Tag é_s;tgetsr; Data Resource Description

0x82 idelr_lii?i%trhs(t):ing Identifier Identifier string.

0x90 Leng;?egf RO RO data VPD-R list containing one or more VPD keywords.

0x91 Leng;?et;f RW RW data VPD-W list containing one or more VPD keywords. This part is optional.
0x78 N/A N/A End tag.

VPD structure limitations:

= The structure must start with a tag equal to 0x82. If the 82599 does not detect a value of 0x82 in
the first byte of the VPD area or the structure does not follow the information listed inTable 3.13, it
assumes the area is not programmed and the entire 256 bytes area is read only.

= The RO area and R/W area are both optional and can appear in any order. A single area is
supported per tag type. See PCI 3.0 specification Appendix | for details of the different tags.

« If a VPD-W tag is found, the area defined by its size is writable via the VPD structure.

= Both read and write sections on the VPD area must be Dword aligned (for example, each tag must
start on Dword boundaries, and each data field must end on Dword boundary). Write accesses to
Dwords that are only partially in the R/W area are ignored. VPD software is responsible to make the
right alignment to enable a write to the entire area.

= The structure must end with a tag equal to 0x78. The tag must be word aligned.

= The VPD area is accessible for read and write via the regular EEPROM mechanisms pending the
EEPROM protection capabilities enabled. The VPD area can be accessed through the PCle
configuration space VPD capability structure listed in Table 3.13. Write accesses to a read only area
or any accesses outside of the VPD area via this structure are ignored.
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3.5 Flash

The 82599 provides an interface to an external serial Flash/ROM memory device. This Flash/ROM
device can be mapped into memory space for each LAN device through the use of Base Address
Registers (BARs). EEPROM bits associated with each LAN device selectively disable/enable whether the
Flash can be mapped for each LAN device by controlling the BAR register advertisement and write
ability.

3.5.1 Flash Interface Operation
The 82599 provides two different methods for software access to the Flash.

Using the legacy Flash transactions the Flash is read from, or written to, each time the host CPU
performs a read or a write operation to a memory location that is within the Flash address mapping or
upon boot via accesses in the space indicated by the Expansion ROM Base Address register. All accesses
to the Flash require the appropriate command sequence for the device used. Refer to the specific Flash
data sheet for more details on reading from or writing to Flash. Accesses to the Flash are based on a
direct decode of CPU accesses to a memory window defined in either:

< Memory CSR + Flash Base Address register (PCle Control register at offset 0x10).
= The Expansion ROM Base Address register (PCle Control register at offset 0x30).
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The 82599 controls accesses to the Flash when it decodes a valid access.

Note: Flash read accesses must always be assembled by the 82599 each time the access is greater
than a byte-wide access.

The 82599 byte reads or writes to the Flash take about 2 us time. The device continues to
issue retry accesses during this time.

The 82599 supports only byte writes to the Flash.

Another way for software to access the Flash is directly using the Flash's 4-wire interface through the
Flash Access (FLA) register. It can use this for reads, writes, or other Flash operations (accessing the
Flash status register, erase, etc).

To directly access the Flash, software should follow these steps:
1. Write a 1b to the Flash Request bit (FLA.FL_REQ).

2. Read the Flash Grant bit (FLA.FL_GNT) until it becomes 1b. It remains Ob as long as there are other
accesses to the Flash.

3. Write or read the Flash using the direct access to the 4-wire interface as defined in the FLA register.
The exact protocol used depends on the Flash placed on the board and can be found in the
appropriate Flash datasheet.

4. Write a Ob to the Flash Request bit (FLA.FL_REQ).

3.5.2 Flash Write Control

The Flash is write controlled by the bits in the EEPROM/FLASH Control and Data (EEC.FWE) register.
Note that attempts to write to the Flash device when writes are disable (FWE=01b) should not be
attempted. Behavior after such an operation is undefined, and might result in component and/or
system hangs.

After sending one byte to write to the Flash, software can check if it can send the next byte to write
(check if the write process in the Flash had finished) by reading the FLA register. If bit (FLA.FL_BUSY) in
this register is set, the current write did not finish. If bit (FLA.FL_BUSY) is cleared, then software can
continue and write the next byte to the Flash.

3.5.3 Flash Erase Control

When software needs to erase the Flash it should set the FLA.FL_ER bit in the FLA register to 1b (Flash
erase and set bits EEC.FWE in the EEPROM/Flash Control register to Ob).

Hardware gets this command and sends the Erase command to the Flash. The erase process then
finishes by itself. Software should wait for the end of the erase process before any further access to the
Flash. This can be checked by using the Flash Write control mechanism previously described (see
Section 3.5.2).

The opcode used for the erase operation is defined in the FLOP register.

Note: Sector erase by software is not supported. To delete a sector, the serial (bit bang) interface
should be used.
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3.5.4 Flash Access Contention

The 82599 implements internal arbitration between Flash accesses initiated through the LAN O device
and those initiated through the LAN 1 device. If accesses from both LAN devices are initiated during the
same approximate size window, The first one is served first and only then the next one. Note that the
82599 does not synchronize between the two entities accessing the Flash though contentions caused
from one entity reading and the other modifying the same locations is possible.

To avoid this contention, accesses from both LAN devices should be synchronized using external
software synchronization of the memory or 1/0 transactions responsible for the access. It is possible to
ensure contention-avoidance simply by the nature of the software sequence.

3.6 Configurable 1/0 Pins — Software-Definable Pins (SDP)

The 82599 has eight Software-Defined Pins (SDP pins) per port that can be used for miscellaneous
hardware or software-controllable purposes (see Figure 3.11). These pins and their function are bound
to a specific LAN device. The use, direction, and values of SDP pins are controlled and accessed by the
Extended SDP Control (ESDP) register. To avoid signal contention, following power up, all eight pins are
defined as input pins.

Some SDP pins have specific functionality:

e The default direction of the lower SDP pins (SDP0O-SDP3) is loaded from the SDP Control word in the
EEPROM.

= The lower SDP pins (SDP0O-SDP3) can also be configured for use as external interrupt sources
(GPI). To act as GPI pins, the desired pins must be configured as inputs and enabled by the GPIE
register. When enabled, an interrupt is asserted following a rising-edge detection of the input pin
(rising-edge detection occurs by comparing values sampled at the internal clock rate, as opposed to
an edge-detection circuit). When detected, a corresponding GPI interrupt is indicated in the EICR
register.

Certain SDP pins can be allocated to hardware functions. For example SDP2, SDP3, SDP6 and SDP7 can
be defined to support IEEE1588 auxiliary devices. In addition, the functionality of the 1/0 pins are
programmed by the TimeSync Auxiliary Control (TSAUXC) register.

Table 3.14 defines an example of possible usage of SDP 1/0 pins, MDIO pins, and 1°C pins as a function
of an optical module or the PHY being interfaced. If mapping of these SDP pins to a specific hardware
function is not required then the pins can be used as general purpose software defined 1/0s. For any of
the function specific usages, the SDP 1/0 pins should be set to native mode by software by setting the
SDPxxx_NATIVE bits in the ESDP register. Native mode in those SDP 1/0 pins designed for PHY and
optical module specific usages, defines the pin functionality while in an inactive state (reset or power
down) while behavior in an active state is controlled by software. The hardware functionality of these
SDP 1/0 pins differ mainly by the active behavior controlled by software.

Table 3.14. Example for SDP, MDIO and 12C Ports Usage

SFP+ Reserved Copper PHY X2/XPAKL
SDPO GPIO: RX_LOS GPIO: INTR_L GPIO: LASI
SDP1 GPIO: RX_LOS_N
SDP2 GPIO: MOD_ABS_N

GPIO: TX_DISABLE

SDP3 NATIVE: TS_SDP3 NATIVE: TS_SDP3
SDP4 Port O IN: SEC_ENA IN: SEC_ENA IN: SEC_ENA
SDP4 Port 1 GPIO GPIO GPIO
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SFP+ Reserved Copper PHY X2/XPAKL
SDP5 NATIVE: RSO/RS1 drive NATIVE: RESET NATIVE: TX ON/OFF?
SDP6 GPI10O: RSO/RS1 sense NATIVE: TS_SDP6 GPIO: RESET_N
SDP7 GPIO: TX_FAULT NATIVE: TS_SDP7 NATIVE: TS_SDP7
MDIO MDIO MDIO
1°C 1°c

1. To Support XENPAK, X2 or XPAK modules, 3.3V to 1.2V level shifters are required between the 82599 and an optical

module.

2. When TX ON/OFF is low in XENPAK, X2 and XPAK modules transmission is disabled. The SDP5_Function bit in the ESDP
register should be set to Ob enabling the pin to be at a HiZ state while the 82599 is in an inactive state (as defined in the
register). Board designers should populate with an external pull-down resistor forcing a low level during an inactive state.

Port 0 configuration shown. Port 1 is configured the same, except
that SDP1_4 is not used for SEC_ENA and may be used as a GPIO.

Pull-up & Pull-down resistors

3.3V
A
10K X
RX_LOSO
MOD ABSO 10K
TX_FAULTO 10K
RSO/RS1 DRIVEOD 1:K

Stuffing Op
(Empty)

SFP Cage ( \
RS1 RX_LOSO SDPO_0
RX_LOS [ RXLOSON SDPO_1
RSO
MOD-ABS MOD ABSO MOD ABSO N SDPO_2
TX_DISABLE TX DISABLEO| . — gppp_3
TX_FAULT |
3.3V
SEC_ENA is used on
Port0 only (SDPO0_4). Connect to 82599
Port1 may configure OK SDP
as GPIO (SDP1_4) ¢ sec ena SDPO_4
{Stuffing Opt §
L(Empty) 00 z j
GND
1.5K
RSO/RS1 DRIVEO . gppj 5
RSO/RS1 SENSEO SDPO_6
TX FAULTO SDPO_7

Figure 3.11. SDP Connections
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Table 3.15 lists the signals defined in Table 3.14 and behavior during reset and power down state (D3)
without management.

Table 3.15. SDP Assigned Signals Description
Signal Description Software 1/0 Default Values at
9 P Programming (Reset, D3 no WoL and no MNG)
RX LOS RX_LOS high and RX_LOS_N low indicate
- ' insufficient optical power for reliable signal GPIO: Input Input, no change.
RX_LOS_N .
reception.
INTR_L or Link Alarm Status Interrupt (LASI) — GPIO: Input
LASI, INTR_L when low, indicates possible module operational (Intérru pt) Input, no change.
fault or a status critical to the host system. p
RSO/RS1 drive | Short-circuit protected. Native: Output Output, autonomous high or tri-state
with pull-up.
RSO/RS1 sense | Directly connected input. GPIO: Input Input, no change.
When held high by the host, places the module in Input, no change. In order to minimize
standby (low power) mode. PHY power, software should drive the
P_DOWN/RST . o GPIO: Output e ; k
- The negative edge of P_DOWN/RST signal initiates p SDP to high or set to input while
a complete module reset. populating a pull-up.
Output, no change. In order to
When low, XENPAK, X2 or XPAK optical module is B minimize PHY power software should
RESET_N reset. GPIO: Output drive the SDP to low or set to input
while populating a pull-down.
RESET When high, the copper PHY is reset. Native: Output | QUtPUL, autonomous high or tri-state
with pull-up.
Output, no change. In order to
When TX_DISABLE is asserted high, optical B minimize PHY power software should
TX_DISABLE module transmitter is turned off. GPIO: Output drive the SDP to high or set to input
while populating a pull-up.
When TX_DIS is asserted high, optical module Lo Output, autonomous high or tri-state
TX_DIS transmitter is turned off. Native: Output with pull-up.
1b =T itt . i-
TX ON/OFF ransmitter on Native: Output | OUtPUL, autonomous low or tri-state
Ob = Transmitter off. with pull-down.
MOD_DET_N Inverted mode detect. GPIO: Input Input, no change.
(Interrupt)
Time sync support pins. can be used as event in or Native: According | Tri-state during reset. No change in
TS_SDPX Y PP pins, to programmed | D3. External pull-up / pull-down as
event out. d . X I
functionality required by the system designer.
When high, indicates that the module transmitter GPIO: Inbut
TX_FAULT has detected a fault condition related to laser - Inp Input, no change.
. (Interrupt)
operation or safety.
When high, indicates that the module has detected GPIO: Inbut
MOD_NR a condition that renders transmitter and or - 1np Input, no change.
- ; ] (Interrupt)
receiver data invalid.
GPIO: Input
MOD_ABS (Interrupt) Input, no change.
. S GPIO: Input
FAN_Status Optional health indication of the fan. (Interrupt) Input, no change.
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3.7 Network Interface (MAUI Interface)

The 82599 supports 10 GbE operation, 1 GbE operation and 100 Mb/s Ethernet operation on the MAUI
interface. The 82599 can support different or the same link speeds (10 Gb/s, 1 Gb/s and 100 Mb/s) and
protocols on each of the two MAUI ports. The 82599 also supports automatic crossover and polarity
correction on each of the MAUI ports to eliminate the need for crossover cables between similar
devices. The 82599 also supports auto-negotiation when configured for backplane Ethernet to
automatically select between KX, KX4 and KR.

When in 10 GbE operating mode, the MAUI interface can be configured as any of the following:
= A four lane XAUI interface.
= A four lane 10GBASE-KX4 interface.
= A four lane 10GBASE-CX4 interface.

A single lane 10GBASE-KR interface.
A single lane SFI interface.

When in 1 GbE operating mode, the MAUI interface can be configured as any of the following:
= A single lane 1000BASE-KX interface.
= A single lane 1000BASE-BX interface.
= A single SGMII (1 Gb/s or 100 Mb/s) lane over a KX or BX compliant electrical interface.

The device implements all features required for transmission and reception defined for the XAUI, CX4,
KX4, KX, KR, SFI and BX Media interface. The MAUI interface supports the IEEE 802.3ae

(10 GbE — XAUI), IEEE 802.3ap (KX, KX4 and KR), IEEE802.3ak (10GBASE-CX4), PICMG3.1
(1000BASE-BX), and SFI standards.

In 10 GbE KX4, CX4 or XAUI operating modes, data passes on all four MAUI lanes complying with the
KX4, CX4 or XAUI protocol. In 10GBASE-KR, SFI, SGMII, 1000BASE-KX or 1000BASE-BX operation,
data passes on MAUI lane 0 complying with the 10 GbE KR, SFI protocols, the 1 GbE KX or BX protocols
or the 100 Mb/s and 1 GbE SGMII protocol over a KX or BX electrical interface.

3.7.1 10 GbE Interface

The 82599 provides complete functionality to support up to two 10 Gb/s ports. The device performs all
functions required for transmission and reception defined in the various standards.

A lower-layer PHY interface is included to attach either to an external PMA or Physical Medium
Dependent (PMD) components.

The 82599 enables 10 GbE operation compliant to the XAUI, CX4, KX4, KR, SFI specifications by
programming the appropriate bits in the AUTOC register.

3.7.1.1 XAUI Operating Mode

The Ten Gigabit Attachment Unit Interface (XAUI) supports data rates of 10 Gb/s over four differential
paths in each direction for a total of eight pairs, with each path operating at 3.125 Gb/s. The interface
is used to connect the 82599 to an external 10 GbE PHY device with a XAUI interface. XAUI operating
mode can be forced by software by setting the relevant bits in the AUTOC register and disabling auto-
negotiation (see Section 3.7.4.2).
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3.7.1.1.1

XAUI Overview
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XAUI is a full-duplex interface that uses four self-clocked serial differential links in each direction to
achieve 10 Gb/s data throughput. Each serial link operates at 3.125 GBaud to accommodate both data
and the overhead associated with 8B/10B coding. The self-clocked nature eliminates skew concerns
between clock and data, and enables a functional reach of up to 50 cm. Conversion between the XGMII
and XAUI interfaces occurs at the XGXS (XAUI Extender Sublayer). Functional and electrical
specifications of XAUI interface can be found in IEEE802.3 clause 47.

XGMII

XGXS

Tx CLK ———p

Source Lane

TXD (7:0) ———»|

TxD (15:8) —— |

TxD (23:16) —— |

TxD (31:24) — |

RX_CLK ——— |

RxD (7:0) ————|

RxD (15:8) ———|

RxD (23:16) —— |

RxD (31:24) —p|

XAUI

L » DOOP
t——» DO_O_N
——» DO_1_P
I » DO_1N
- » DO 2P
> D0_2N
—— DO0_3_P
I » DO 3N

e——— D1 0P
le——— D1 ON
e—— D1 1P
e—— D1 1N
e—— D1 2P
e——— D1 2N
e—— D1 3P
le——— D1.3.N

Figure 3.12.
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The XAUI interface has the following characteristics:

a. Simple signal mapping to the XGMII.

Independent transmit and receive data paths.

Four lanes conveying the XGMII 32-bit data and control.
Differential signaling with low voltage swing.

Self-timed interface enables jitter control to the PCS.
Using 8B/10B coding.

0 o0 0T

Figure 3.13 Shows the architectural positioning of XAUI.
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Figure 3.13. Architectural Positioning of XAUI

3.7.1.1.2 XAUI Operation

XAUI supports the 10 Gb/s data rate of the XGMII. The 10 Gb/s MAC data stream is converted into four
lanes at the XGMII interface. The byte stream of each lane is 8B/10B encoded by the XGXS for
transmission across the XAUI at a nominal rate of 3.125 GBaud. The XGXS and XAUI at both sides of
the connection (MAC or PHY) can operate on independent clocks.

The following is a list of the major concepts of XGXS and XAUI:

1.

The XGMII is organized into four lanes with each lane conveying a data octet or control character on
each edge of the associated clock. The source XGXS converts bytes on an XGMII lane into a self
clocked, serial, 8B/10B encoded data stream. Each of the four XGMII lanes is transmitted across
one of the four XAUI lanes.

. The source XGXS converts XGMII Idle control characters (inter-frame) into an 8B/10B code

sequence.

The destination XGXS recovers clock and data from each XAUI lane and de-skews the four XAUI
lanes into the single-clock XGMII.

The destination XGXS adds to or deletes from the inter-frame gap as needed for clock rate disparity
compensation prior to converting the inter-frame code sequence back into XGMII idle control
characters.

. The XGXS uses the same code and coding rules as the 10GBASE-X PCS and PMA specified in IEEE

802.3 Clause 48.
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3.7.1.1.3 XAUI Electrical Characteristics

The XAUI lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows
for inter-operability between components operating at different supply voltages. Low swing differential
signaling provides noise immunity and reduced Electromagnetic Interference (EMI). Differential signal
swings specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The XAUI signal paths are point-to-point connections. Each path corresponds to a XAUI lane and is
comprised of two complementary signals making a balanced differential pair. There are four differential
paths in each direction for a total of eight pairs, or 16 connections. The signal paths are intended to
operate up to approximately 50 cm over controlled impedance traces on standard FR4 Printed Circuit
Boards (PCBs).

3.7.1.2 10GBASE-KX4 Operating Mode

The KX4 interface supports data rates of 10 Gb/s over copper traces in improved FR4 PCBs. Data is
transferred over four differential paths in each direction for a total of eight pairs, with each path
operating at 3.125Gbaud to support overhead of 8B/10B coding. The interface is used to connect the
82599 to a KX4 switch port over the backplane or to an external 10 GbE PHY device with a KX4
interface.

The MAUI interface is configured as a KX4 interface while auto-negotiation to a KX4 link partner is
detected. KX4 operation can also be forced by EEPROM or software by setting the relevant bits in the
AUTOC register and disabling auto-negotiation (see Section 3.7.4.2).

3.7.1.2.1 KX4 Overview

10GBASE-KX4 definition is based on XAUI with 10GBASE-CX4 extensions and specifies 10 Gb/s
operation over four differential paths in each direction for a total of eight pairs, or 16 connections. This
system uses the 10GBASE-X PCS and PMA as defined in IEEE802.3 Clause 48 with amendments for
auto-negotiation as specified in IEEE802.3ap. The 10GBASE-KX4 PMD is defined in IEEE802.3ap Clause
71.

KX4 is a full-duplex interface that uses four self-clocked serial differential links in each direction to
achieve 10 Gb/s data throughput. Each serial link operates at 3.125 Gbaud to accommodate both data
and the overhead associated with 8B/10B coding. The self-clocked nature eliminates skew concerns
between clock and data, and enables a functional reach of up to one meter.
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Figure 3.14 shows the architectural positioning of 10GBASE-KX4.

LAN CSMA/CD LAYERS
Higher Layers
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MAC Control (optional)
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MDI —
N
MEDIUM
e

10GBASE KX4

Figure 3.14. Architectural Positioning of 10GBASE-KX4

3.7.1.2.2 KX4 Electrical Characteristics

The KX4 lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating at different supply voltages. Low swing differential
signaling provides noise immunity and reduced EMI. Differential signal swings specifications depend on
several factors, such as transmitter pre-equalization and transmission line losses.

The KX4 signal paths are point-to-point connections. Each path corresponds to a KX4 lane and is
comprised of two complementary signals making a balanced differential pair. There are four differential
paths in each direction for a total of eight pairs, or 16 connections. The signal paths are intended to
operate up to approximately one meter over controlled impedance traces on improved FR4 PCBs.

3.7.1.3 10GBASE-KR Operating Mode

The KR interface supports data rates of 10 Gb/s over copper traces in improved FR4 PCBs. Data is
transferred over a single differential path in each direction for a total of two pairs, with each path
operating at 10.3125 Gbaud *+ 100 ppm to support overhead of 64B/66B coding. The interface is used
to connect the 82599 to a KR switch port over the backplane.

The MAUI interface is configured as a KR interface while auto-negotiation to a KR link partner is
detected. KR operation can also be forced by EEPROM or software by setting the relevant bits in the
AUTOC register and disabling auto-negotiation (see Section 3.7.4.2). When in 10GBASE-KR operating
mode, MAUI lane O is used for receive and transmit activity while lanes 1 to 3 of the MAUI interface are
powered down.
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3.7.1.3.1 KR Overview

10GBASE-KR definition enables 10 Gb/s operation over a single differential path in each direction for a
total of two pairs, or four connections. This system uses the 10GBASE-KR PCS as defined in IEEE802.3
Clause 49 with amendments for auto-negotiation specified in IEEE802.3ap and 10 Gigabit PMA as
defined in IEEE802.3 clause 51. The 10GBASE-KR PMD is defined in IEEE802.3ap Clause 72. The
10GBASE-KR PHY includes 10GBASE-KR Forward Error Correction (FEC), as defined in IEEE802.3ap
Clause 74. FEC support is optional and is negotiated between Link partners during auto-negotiation as
defined in IEEE802.3ap clause 73. Activating FEC improves link quality (2dB coding gain) by enabling
correction of up to 11 bit-burst errors.

KR is a full-duplex interface that uses a single self-clocked serial differential link in each direction to
achieve 10 Gb/s data throughput. The serial link transfers scrambled data at 10.3125 Gbaud to
accommodate both data and the overhead associated with 64B/66B coding. The self-clocked nature
eliminates skew concerns between clock and data, and enables a functional reach of up to one meter.

Following initialization and auto-negotiation 10GBASE-KR defines a start-up protocol, where link
partners exchange continuous fixed length training frames using differential Manchester Encoding
(DME) at a signaling rate equal to one quarter of the 10GBASE-KR signaling rate. This protocol
facilitates timing recovery and receive equalization while also providing a mechanism through which the
receiver can tune the transmit equalizer to optimize performance over the backplane interconnect.
Successful completion of the start-up protocol enables transmission of data between the link partners.

Figure 3.15 shows the architectural positioning of 10GBASE-KR.

LAN CSMA/CD LAYERS
Higher Layers
LLC — Logical Link Control or other MAC Client
MAC Control (optional)
MAC
Reconciliation

XGMIl ——

64B/66B PCS
FEC (optional)
PMA
PMD
AN

MDI —

MEDIUM

~
10GBASE Kr

Figure 3.15. Architectural Positioning of 10GBASE-KR
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3.7.1.3.2 KR Electrical Characteristics

The KR lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and improved reduced EMI. Differential signal swings
defined specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The KR signal paths are point-to-point connections. Each path corresponds to a KR lane and is
comprised of two complementary signals making a balanced differential pair. There is a single
differential path in each direction for a total of two pairs, or four connections.

The 10GBASE-KR link requires a nominal 100 Q differential source and load terminations with AC
coupling on the receive side. The signal paths are intended to operate up to approximately one meter,
including two connectors, over controlled impedance traces on improved FR4 PCBs.

3.7.1.3.3 KR Reverse Polarity

The 82599 supports reverse polarity of the KR transmit and receive lanes. It is enabled by the following
EEPROM setting in the Core 0/1 Analog Configuration Modules:

Reverse Tx polarity setting:

EEPROM Word Offset
(Starting at Odd Reserved KR /F?FI Reverse Description
olarity
Word)
2*N+1 0x0101 Set page 1.
2*N+2 Ox1E12 Write register OX1E the data Ox12 to invert Tx polarity.

Reverse Rx polarity setting

EEPROM Word Offset
(Starting at Odd Reserved KR 7 SFI Reverse Description
Polarity
Word)
2*N+1 0x0101 Set page 1.
2*N+2 0x1FCO Write register Ox1F the data OxCO to invert Rx polarity.

3.7.1.4 10GBASE-CX4 Operating Mode

The CX4 interface supports data rates of 10 Gb/s over twinaxial cable. Data is transferred over four
differential paths in each direction for a total of eight pairs, with each path operating at 3.125Gbaud to
support overhead of 8B/10B coding. The interface is used to connect the 82599 to a CX4 switch. CX4
operation can be forced by EEPROM or software by setting the relevant bits in the AUTOC register and
disabling auto-negotiation (see Section 3.7.4.2).

3.7.1.4.1 CX4 Overview

10GBASE-CX4 definition specifies 10 Gb/s operation over four differential paths in each direction for a
total of eight pairs, or 16 connections. This system uses the 10GBASE-X PCS and PMA as defined in
IEEE802.3 Clause 48. The 10GBASE-CX4 PMD is defined in IEEE802.3 Clause 54.
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CX4 is a full-duplex interface that uses four self-clocked serial differential links in each direction to
achieve 10 Gb/s data throughput. Each serial link operates at 3.125 Gbaud to accommodate both data
and the overhead associated with 8B/10B coding. The self-clocked nature eliminates skew concerns
between clock and data.

Figure 3.16 shows the architectural positioning of 10GBASE-CX4.
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Reconciliation

XGMIl —p,

10GBASE-X PCS (8B/10B)

PMA
PMD
MDI —
MEDIUM
Y

10GBASE-CX4

Figure 3.16. Architectural Positioning of 10GBASE-CX4

3.7.1.4.2 CX4 Electrical Characteristics

The CX4 lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and improved reduced EMI. Differential signal swings
defined specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The CX4 signal paths are point-to-point connections. Each path corresponds to a CX4 lane and is
comprised of two complementary signals making a balanced differential pair. There are four differential
paths in each direction for a total of eight pairs, or 16 connections. The signal paths are intended to
operate on twinaxial cable assemblies up to 15 m in length.

3.7.1.5 SFI1 Operating Mode

The MAUI interface is configured as SFI by EEPROM or software by setting the relevant bits in the
AUTOC register and disabling auto-negotiation (see Section 3.7.4.2). When in SFIl operating mode, only
the operation of the 82599 Analog Front End (AFE) is modified, while the rest of the 82599 logic and
circuitry operates similar to 10GBASE-KR. When in SFI operating mode, MAUI lane O is used for receive
and transmit activity while lanes 1 to 3 of the MAUI interface are powered down.
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3.7.1.5.1 SFI1 Overview

SFI definition enables 10 Gb/s operation over a single differential path in each direction for a total of
two pairs, or four connections. When in SFI operating mode the 82599 uses the 10GBASE-R PCS and
10 Gigabit PMA as defined in IEEE802.3 Clause 49 and 51, respectively.

SFl is a full-duplex interface that uses a single self-clocked serial differential link in each direction to
achieve 10 Gb/s data throughput. The serial link transfers scrambled data at 10.3125 Gbaud to
accommodate both data and the overhead associated with 64B/66B coding. The self-clocked nature
eliminates skew concerns between clock and data.

3.7.1.5.2 SF1 Electrical Characteristics

The SFI lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and improved reduced EM). Differential signal swings
defined specifications depend on several factors, such as transmitter pre-equalization and transmission
line losses.

The SFI signal paths are point-to-point connections. Each path corresponds to a SFI lane and is
comprised of two complementary signals making a balanced differential pair. There is a single
differential path in each direction for a total of two pairs, or four connections. The signal paths are
intended to operate on FR4 PCBs.

SFI interface typically operates over 200 mm of improved FR4 material or up to about 150 mm of
standard FR4 with one connector. The electrical interface is based on high speed low voltage AC coupled
logic with a nominal differential impedance of 100 Q. The SFI link requires nominal 100 Q differential
source and load terminations on both the host board and the module. The SFI terminations provide
both differential and common mode termination to effectively absorb differential and common mode
noise and reflections. All SFI transmitters and receivers are AC coupled. SFP+ modules incorporate
blocking capacitors on all SFI lines.

3.7.2 GbE Interface

The 82599 provides complete support for up to two 1 Gb/s port implementations. The device performs
all functions required for transmission and reception defined by the different standards.

A lower-layer PHY interface is included to attach either to external PMA or Physical Medium Dependent
(PMD) components.

When operating in 1 GbE operation mode, the 82599 uses Lane O of the XAUI interface for 1 GbE
operation while the other three XAUI lanes are powered down.

The 82599 enables 1 GbE operation compliant with the KX, BX or SGMII specifications by programming
the appropriate bits in the AUTOC register.
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3.7.2.1 1000BASE-KX Operating Mode

The MAUI interface, when operating as a KX Interface, supports data rates of 1 Gb/s over copper traces
on improved FR4 PCBs. Data is transferred over a single differential path in each direction for a total of
two pairs (Lane 0 of MAUI interface and Lanes 1 to 3 powered down), with each path operating at 1.25
Gbaud to support overhead of 8B/10B coding. The interface is used to connect the 82599 to a KX
compliant switch port over the backplane or to KX compliant 1 GbE PHY device. In the event of auto-
negotiation defined in IEEE802.3ap clause 73 ending with 1 Gb/s as the HCD, the MAUI interface is
configured as a KX interface. KX operating mode can also be forced by software by setting the relevant
bits in the AUTOC register and disabling auto-negotiation (see Section 3.7.4.2).

3.7.2.1.1 KX Overview

1000BASE-KX extends the family of 1000BASE-X Physical Layer signaling systems. KX specifies
operation at 1 Gb/s over two differential, controlled impedance pairs of traces (one pair for transmit,
one pair for receive). This system uses the 1000BASE-X PCS and PMA as defined in IEEE802.3 Clause
36 together with the amendments placed in IEEE802.3ap. The 1000BASE-KX PMD is defined in
IEEE802.3ap Clause 70.

KX is a full-duplex interface that uses a single serial differential link in each direction to achieve 1 Gb/s
data throughput. Each serial link operates at 1.25 GBaud to accommodate both data and the overhead
associated with 8B/10B coding. The self-clocked nature eliminates skew concerns between clock and
data, and enables a functional reach of up to one meter.

Figure 3.17 shows the architecture positioning of 1000BASE-KX.
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Figure 3.17. Architectural Positioning of 1000BASE-KX

3.7.2.1.2 KX Electrical Characteristics

The KX lane is a low swing AC coupled differential interface using NRZ signaling. AC coupling allows for
inter-operability between components operating from at different supply voltages. Low swing
differential signaling provides noise immunity and improved reduced electromagnetic interference
(EMI). Differential signal swings defined specifications depend on several factors, such as transmitter
pre-equalization and transmission line losses.

The KX signal paths are point-to-point connections. Each path corresponds to a KX lane and is
comprised of two complementary signals making a balanced differential pair. There is one differential
path in each direction for a total of two pairs, or four connections. The signal paths are intended to
operate up to approximately one meter over controlled impedance traces on improved FR4 PCBs.

3.7.2.2 1000BASE-BX Operating Mode

1000BASE-BX is the PICMG 3.1 electrical specification for transmission of 1 Gb/s Ethernet encoded data
over a 100 Q differential backplane. The 1000BASE-BX standard defines a full-duplex interface that
uses a single serial differential link in each direction (one pair for receive and one for transmit) to
achieve 1 Gb/s data throughput. Each serial link operates at 1.25 GBaud to accommodate both data
and the overhead associated with 8B/10B coding. The self-clocked nature eliminates skew concerns
between clock and data. BX operating mode can be forced by software by setting the relevant bits in
the AUTOC register and disabling auto-negotiation (see Section 3.7.4.2).
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3.7.2.2.1 BX Electrical Characteristics

The BX lane is a low swing AC coupled differential interface. AC coupling allows for inter-operability
between components operating from at different supply voltages. Low swing differential signaling
provides noise immunity and improved reduced EMI. Differential signal swings defined specifications
depend on several factors, such as transmitter pre-equalization and transmission line losses.

The BX signal paths are point-to-point connections. Each path corresponds to a BX lane and is
comprised of two complementary signals making a balanced differential pair. There is one differential
path in each direction for a total of two pairs, or four connections.

3.7.3 SGMI I Support

The 82599 supports 1 Gb/s and 100 Mb/s operation using the SGMII protocol over the KX and BX
electrical interface (AC coupling, no source synchronous TX clock, etc.).

3.7.3.1 SGMII Overview

SGMII interface supported by the 82599 enables operation at 1 Gb/s over two differential, controlled
impedance pairs of traces (one pair for transmit, one pair for receive). When operating in SGMII, the
MAUI interface uses the 1000BASE-X PCS and PMA as defined in IEEE802.3 Clause 36 and the
1000BASE-KX PMD as defined in IEEE802.3ap Clause 70 or the 1000BASE-BX as defined in the PCIMG
3.1 standard. In SGMII operating mode, the MAUI interface can support data rates of 1 Gb/s and

100 Mb/s.

SGMII, supported by the 82599, is a full-duplex interface that uses a single serial differential link in
each direction to achieve 1 Gb/s data throughput. Each serial link operates at 1.25 GBaud to
accommodate both data and the overhead associated with 8B/10B coding. The self-clocked nature
eliminates skew concerns between clock and data.

SGMII control information, as listed in Table 3.16 is transferred from the PHY to the MAC to signal
change of link speed (100 Mb/s or 1 Gb/s). This is achieved by using the auto-negotiation functionality
defined in Clause 37 of the IEEE Specification 802.3z. Instead of the ability advertisement, the PHY
sends the control information via its tx_config_reg[15:0] as listed in Table 3.16 each time the link
speed information changes. Upon receiving control information, the MAC acknowledges the update of
the control information by asserting bit 14 of its tx_config_reg[15:0] as listed in Table 3.16. Compared
to the definition in IEEE802.3 clause 37, the link_timer inside the auto-negotiation has been changed
from 10 ms to 1.6 ms to ensure a prompt update of the link status.

Table 3.16. SGMII Link Control Information

Nuiﬁ)er TX_CONFIG_REG[15:0] Sent From PHY to MAC TX_CONFIG_REG[15:0] Sent From MAC to PHY
15 Link: 1b = link up, Ob = link down Ob: Reserved for future use.
14 Rese_r\_/ed _for auto-negotiation acknowledge as 1b.
specified in 802.3z
13 Ob: Reserved for future use Ob: Reserved for future use.
12 Duplex mode: 1b = full duplex, Ob = half duplex Ob: Reserved for future use.
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Table 3.16. SGMII Link Control Information

Bit

Number TX_CONFIG_REG[15:0] Sent From PHY to MAC TX_CONFIG_REG[15:0] Sent From MAC to PHY

Speed: Bit 11, 10:
11b = Reserved.
11:10 10b = 1000 Mb/s: 1000BASE-TX. 00b: Reserved for future use.
01b = 100 Mb/s: 100BASE-TX.

00b = 10 Mb/s: 10BASE-T (not supported).

9:1 0x0 = Reserved for future use. 0x0: Reserved for future use.

0 1b. 1b.

When operating in 100 Mb/s the SGMII interface elongates the frame by replicating each frame byte 10
times for 100 Mb/s. This frame elongation takes place above the 802.3z PCS layer, thus the start frame
delimiter only appears once per frame. Note that the 802.3z PCS layer might remove the first byte of
the elongated frame. An example of a 100 Mb/s elongated frame can be seen in Figure 3.18.

Data in 100 Mbps :X Data 0 X Data 1 X Data 2 )

Domain

K P oG ) o)) ) () () )0 0G0 e o ) e o

Figure 3.18. Data Sampling in 100 Mb/s Mode

3.7.4 Auto Negotiation For Backplane Ethernet and Link Setup
Features

Auto-negotiation provides a linked device with the capability to detect the abilities (modes of operation)
supported by the device at the other end of the link, determine common abilities, and configure for
joint operation.

Auto-negotiation for backplane Ethernet is based on IEEE802.3 clause 28 definition of auto-negotiation
for twisted-pair link segments. Auto-negotiation for backplane Ethernet uses an extended base page
and next page format and modifies the timers to allow rapid convergence. Furthermore, auto-
negotiation does not use Fast Link Pulses (FLPs) for link code word signaling and instead uses
Differential Manchester Encoding (DME) signaling, which is more suitable for electrical backplanes.
Since DME provides a DC balanced signal.

Auto-negotiation for backplane Ethernet is defined in IEEE802.3ap Clause 73 and includes support for
parallel detection of 1000BASE-KX and 10GBASE-KX4 links in addition to transmission and reception of
extended base page and next page auto-negotiation frames. The 82599 supports reception of extended
base page and next page auto-negotiation frames but does not transmit next page auto-negotiation
frames only NULL frames.

3.7.4.1 Link Configuration

The 82599 network interface meets industry specifications for:
= 10 GbE:
— XAUI (IEEE 802.3ae)

— SFI (SFF-8431 Specifications for Enhanced 8.5 and 10 Gigabit Small Form Factor Pluggable
Module SFP+)

- 10 GbE — 10GBASE-CX4 (IEEE 802.3ak)
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« 1 GbE backplane:
— Ethernet 1000BASE-KX (IEEE 802.3ap)
— Ethernet 1000BASE-BX (PICMG3.1)

— SFI (SFF-8431 Specifications for Enhanced 8.5 and 10 Gigabit Small Form Factor Pluggable
Module SFP+)

* 10 GbE backplane:
— Ethernet 10GBASE-KX4 (IEEE 802.3ap)
— Ethernet 10GBASE-KR (IEEE 802.3ap)

The MAUI AFE is configured at start up to support the appropriate protocol as a function of the
negotiation process and pre-defined control bits that are either loaded from the EEPROM or configured
by software.

3.7.4.2 MAC Link Setup and Auto Negotiation

The MAC block in the 82599 supports both 10 GbE and 1 GbE link modes and the appropriate
functionality specified in the standards for these link modes.

Each of these link modes can use different PMD sub-layer and base band medium types.

In 10 GbE operating mode, the 82599 supports 10GBase-KX4, 10GBase-CX4,10GBase-KR, SFI or XAUI
(10 GbE Attachment Unit Interface). While in 1 GbE operating mode, the 82599 supports 1000Base-KX,
1000Base-BX or SGMII (SGMII also supports both 100 Mb/s and 1 Gb/s data rates) protocols. The
different protocols supported in 10 GbE operating mode and 1 GbE operating mode affect only the
configuration of the MAUI AFE and MAUI PHY logic blocks (PCS, FEC, etc.) while the MAC supports rates
of either 1 Gb/s or 10 Gb/s, without need to know the electrical medium actually being interfaced.

Link speed and link characteristics can be determined through static configuration, parallel detect and
auto-negotiation or forced operation for diagnostic purposes. The auto-negotiation processes defined in
IEEE802.3ap clause 73 enables selection between KR (10G), KX4 (10G) and KX (1G) compliant link
partners and defining link characteristics and link speed. While the auto-negotiation process defined in
IEEE802.3 clause 37 enables detection of the BX (1 GbE) link characteristics but not the link speed.

Link setting is done by configuring the speed configuration in the AUTOC.LMS field, defining the
appropriate physical interface by programming AUTOC.1G_PMA_PMD,
AUTOC.10G_PMA_PMD_PARALLEL and AUTOC2.10G_PMA_PMD_ Serial and restarting auto-negotiation
by setting AUTOC.Restart_AN to 1b.

3.7.4.3 Hardware Detection of Legacy Link Partner (Parallel Detection)

The 82599 supports the IEEE802.3ap clause 73 parallel detection process to enable a connection to
legacy link partners that do not support auto-negotiation. Parallel detection enables detecting the link
partner operating mode (KX4 or KX as defined in IEEE802.3ap clause 73) by activating KX4 and KX
alternately and attempting to achieve link synchronization by the related PCS block.

Parallel detection is enabled as part of clause 73 backplane auto-negotiation process by appropriately
configuring the link speed and auto-negotiation mode in the AUTOC.LMS register field, clearing
AUTOC2.PDD to Ob and restarting auto-negotiation by setting the AUTOC.RestartAN bit to 1b.
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3.7.4.4 MAUI Link Setup Flow

The 82599 MAUI interface is configured at start up (before the driver is loaded) in the following
manner:

1. If the link is statically configured by programming the appropriate AUTOC (LMS, 1G_PMA_PMD,
10G_PMA_PMD_PARALLEL) register fields and AUTOC2.10G_PMA_PMD_ Serial field, the 82599
attempts to synchronize on incoming data and if successful updates the relevant Link status
registers (LINKS, ANLP1 and ANLP2) and sets up the link. If link synchronization is not successful,
the 82599 does not report link-up in the LINKS register and continuously attempts to set up the link
according to the static configuration.

2. If the Link is not statically configured and parallel detection is enabled (auto-negotiation enabled in
AUTOC.LMS and the AUTOC2.PDD parallel detect disable is Ob) the 82599 starts IEEE802.3ap
clause 73 negotiation protocol by attempting to parallel detect the protocol on the MAUI interface
by enabling KX and KX4 receive circuitry and trying to synchronize on incoming data. If
synchronization succeeds in either KX or KX4 modes, the 82599 updates the relevant link status
registers (LINKS, ANLP1 and ANLP2) and commences with setting up the link.

3. If parallel detect fails, the 82599 attempts to auto-negotiate according to IEEE802.3ap clause 73
using the data written to the AUTOC, AUTOC2 and AUTOCS3 registers. If auto-negotiation succeeds,
the 82599 updates the link status registers (LINKS, ANLP1 and ANLP2). If auto-negotiation fails,
the 82599 does not report link up in the LINKS register and retries acquiring the link by parallel
detection and auto-negotiation continuously (the receiver goes through a continuous cycle of
1 GbE parallel detect, 10 GbE parallel detect and clause 73 auto-negotiation).

4. If parallel detect or static configuration succeeds and the link rate is 1 Gb/s, AUTOC.LMS enables
IEEE802.3 clause 37 auto-negotiation. The 82599 auto-negotiates to define link characteristics
according to IEEE802.3 clause 37 using information placed in registers PCS1GANA and PCS1GANNP.
On completion of clause 37 auto-negotiation, the 82599 updates the status in the LINKS,
PCS1GLSTA, PCS1GANLPNP and PCS1GANLP registers.

5. If parallel detect or static configuration succeeds and the link rate is 1 Gb/s, SGMII is enabled in the
AUTOC.LMS field (LMS = 101b). If the 82599 detects the SGMII negotiation control information
sent by the PHY, the 82599 auto-negotiates to define link characteristics (1 Gb/s or 100 Mb/s and
full duplex capability) according to the SGMII specification. On completing SGMII auto-negotiation,
the 82599 updates the status in the LINKS, PCS1GLSTA and PCS1GANLP registers.

Note: AUTOC.AN_RESTART must be set on every AUTOC.LMS change.

3.7.4.5 Next Page Support
Next Page (NP) support in the 82599 is compliant with IEEE802.3ap.

The 82599 acts as receiver of NP each time the link partner needs to transmit NP data through the KX/
KX4 auto-negotiation process.

The 82599 does not support transmission of configurable NP. It transmits a null NP each time the auto-
negotiation arbitration state machine is required to go through the NP handshake. There is a possibility
to configure the Acknowledge?2 field in the NP through the AUTOC.ANACK?2 bit.

3.7.4.6 Forcing Link Up

Forcing link up can be accomplished by software by setting the AUTOC.FLU bit to 1b, which forces the
MAC to the appropriate MAC link speed as defined by the AUTOC.LMS field and the appropriate protocol
as defined by the AUTOC.10G_PMA_PMD_PARALLEL, AUTOC2.10G_PMA_PMD_Serial and
AUTOC.1G_PMA_PMD bits. The Force-Link-Up mode enables loopback operation (when HLREGO.LPBK is
set to 1b) by setting the link_up indication regardless of the XGXS/PCS_1G/KR_locked status. Link
indication in register LINKS should be ignored when in this mode.
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3.7.4.7 Crossover

The 82599 supports crossover on each of the two MAUI ports to eliminate the need for crossover cables
between similar devices. This has historically been accomplished using special crossover cables (patch
cables), magnetic pinouts or PCB wiring. The 82599 supports crossover configuration in both 10 GbE
andl GbE operating modes via the SERDESC register.

Having established that there is a problem with the link connection, the driver detects and corrects
crossovers and arbitrary polarity swaps for several configurations of pair swaps. Crossover can also be
set by EEPROM following power up.

The following receiver pairs:
A — MI_QLO (MIP_QLO and MIN_QLO)
B — MI_QL1 (MIP_QL1 and MIN_QL1)
C — MI_QL2 (MIP_QL2 and MIN_QLZ2)
D — MI_QL3 (MIP_QL3 and MIN_QL3)
can be connected to the corresponding link partner’s transmit pairs in any of the following ways with
arbitrary polarity (positive and negative wires exchanged):
= No crossover
« A/B crossover only

« C/D crossover only
= A/B crossover and C/D crossover
Crossover operation is controlled by programming the relevant bits in the SerDes Interface Control

(SERDESC) register. The SERDESC register supports correction of all combinations of crossover
scenarios, in addition to the scenarios previously described.

3.7.5 Transceiver Module Support

The 82599 MAUI interface with additional usage of low speed interface pins (SDP, 1°C and MDIO 1/0s)
supports a connection to transceiver modules compliant with the following Multi Source Agreements
(MSASs):

< XENPAK — A cooperation agreement for 10 Gigabit Ethernet Transceiver package Rev 3.0

= X2 — A cooperation agreement for a small Versatile 10 Gigabit Ethernet Transceiver package Rev
2.0b

« XPAK — A cooperation agreement for a small form factor pluggable 10 Gigabit Ethernet Transceiver
package Rev 2.2

< SFP+ — SFF-8431 Specifications for Enhanced 8.5 and 10 Gigabit Small Form Factor Pluggable
Module SFP+ rev 1.0

Figure 3.19 shows the various transceiver module architecture.
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Figure 3.19. XENPAK, XPAK and X2 Transceiver Architecture

Table 3.17 lists the required interface (per port) for supporting the various modules. The 82599
supports the high speed interface using the MAUI port and the low speed interface using the SDP pins.

Table 3.17. Optical Module Interface Support

Module High Speed

Type MAUI Protocol Low Speed Interface (per port)

MDC? (1.2V OUT), MDIO?! (1.2V 1/0),
XENPAK XAUI TX ON/OFF? (1.2V OUT), RESET? (1.2V OUT)
LASI (1.2V IN — Interrupt)

MDC?! (1.2Vv OUT), MDIO?! (1.2V 1/0),
X2 XAUI TX ON/OFF? (1.2V OUT), RESET? (1.2V OUT)
LASI (1.2V IN — Interrupt)

MDC? (1.2v OUT), MDIO? (1.2V 1/0),
XPAK XAUI TX ON/OFF2 (1.2v OUT), RESET? (1.2v OUT)
LASI (1.2V IN — Interrupt)

scL! (12c — oD), sbL! (12c — OD)
SFP+ SFI TX Disable3 (LVTTL — OUT), RS0/1 (LVTTL — OUT)
TX Fault (LVTTL IN), RX_LOS (LVTTL — IN)

1. Single management interface can be used for two ports.
2. Output low during reset and power down.

The 82599 enables interfacing optical modules using the MAUI pins, MDIO pins, 12C pins and SDP pins.
When interfacing with XENPAK, XPAK and X2 modules, level translators from LVTTL to 1.2V need to be
added on the MDIO pins and the relevant SDP pins.
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3.7.6 Management Data Input/Output (MDIO) Interface

The 82599 supports a MDIO interface (per port) to control PHY functionality through the interface. PHY
configuration registers are mapped into the MDIO space and can be accessed by the MAC or any other
MDIO-master device.

The 82599 supports the MDIO interface for a control plane connection between the MAC (master side)
and PHY devices. The MDIO interface enables both MAC and software access to the PHY for monitor and
control of PHY functionality. The 82599 is compliant with the IEEE802.3 clause 45 in both 10 GbE and
1 GbE operation. The 82599 also supports IEEE 802.3 clause 22 frame formats and register address
space for accessing legacy PHY registers. The MDIO interface uses LVTTL signaling as defined in Clause
22 of the IEEE802.3 standard. To access PHYs that support clause 45 1.2V electrical interface, level
translators need to be added on board.

Figure 3.20 shows the basic connectivity between the PHY and MAC.

MAUI
PHY/
__MDIO'C_ ) Optical Cable/Fiber )
Module
Status/Control
Communications
Controller
MAUI
PHY/
MDIO/I’C Optical Cable/Fiber )
Module
Status/Control

Figure 3.20. Basic PHY MAC Connectivity

The MDIO interface is a simple 2-wire serial interface between MAC and PHY and is used to access
Control and Status registers inside the PHY. The interface is implemented using two LVTTL 1/0s:
1. MDC — MDIO-interface clock signal driven by an external MAC (STA) device.
2. MDIO — Read/write data between an external MAC and PHY.

3.7.6.1 MDIO Timing Relationship to MDC

The MDC clock toggles during a read/write operation at a frequency of 24 MHz, 2.4 MHz or 240 KHz
depending on the link speed and register bit HLREGO.MDCSPD as listed in Table 3.18.

Table 3.18. MDC Frequency as Function of Link Speed and MDC Speed Bit

Link Speed MDCSPD=1b MDCSPD=0b
10 Gb/s 24 MHz 2.4 MHz
1 Gb/s 2.4 MHz 240 KHz
100 Mb/s 240 MHz 240 KHz
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MDIO is a bidirectional signal that can be sourced by the Station Management Entity (STA) or the PHY.
When the STA sources the MDIO signal, the STA must provide a minimum of 10 ns of setup time and a
minimum of 10 ns of hold time referenced to the rising edge of MDC, as shown in Figure 3.21
(measured at the MII connector).

'l\ \ Vlﬂ{mlﬂ_}
MDC T V.I{ma.-:}
NN N Min{min}
MDD A
i N Iz
10 ns MIN —| le—
— e— 10 nsMIN

Figure 3.21. MDIO Timing Sourced by the MAC

When the MDIO signal is sourced by the PHY, it is sampled by the MAC (STA) synchronously with
respect to the rising edge of MDC. The clock to output delay from the PHY, as measured at the Ml
connector, must be a minimum of 0 ns, and a maximum of 300 ns, as shown in Figure 3.22.
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Figure 3.22. MDIO Timing Sourced by the PHY
3.7.6.2 IEEE802.3 Clause 22 and Clause 45 Differences

IEEE802.3 clause 45 provides the ability to access additional device registers while still retaining logical
compatibility with interface defined in Clause 22. Clause 22 specifies the MDIO frame format and uses
an ST code of 01 to access registers. In clause 45, additional registers are added to the address space
by defining MDIO frames that use a ST code of 00.
Clause 45 (MDIO interface) major concepts:

a. Preserve management frame structure defined in IEEE 802.3 Clause 22.

b. Define mechanism to address more registers than specified in IEEE802.3 Clause 22.

c. Define ST and OP codes to identify and control the extended access functions.
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MDIO Management Frame Structure

The MDIO interface frame structure defined in IEEE802.3 clause 22 and Clause 45 are compatible so
that the two systems supporting different formats can co-exist on the same MDIO bus. The 82599

supports both frame structures to enable interfacing PHYs that support either protocol.

The basic frame format as defined in IEEE802.3 clause 22 can optionally be used for accessing legacy
PHY registers is listed in Table 3.19.

Table 3.19. Clause 22 Basic MDIO Frame Format

Management Frame Fields

Frame Pre ST OoP PRTAD REGAD TA Data Idle
Read 1...1 01 10 PPPPP RRRRR Z0 DDDDDDDDDDDDDDDD y4
Write 1...1 01 01 PPPPP RRRRR 10 DDDDDDDDDDDDDDDD y4

The MDIO interface defined in clause 45 uses indirect addressing to create an extended address space
enabling access to a large number of registers within each MDIO Managed Device (MMD). The MDIO
management frame format is listed in Table 3.20.

Table 3.20. Clause 45 Indirect Addressing MDIO Frame Format

Management Frame Fields
Frame Pre ST OoP PRTAD DEVAD TA Address / Data Idle
Address 1...1 00 00 PPPPP EEEEE 10 AAAAAAAAAAAAAAAA z
Write 1...1 00 01 PPPPP EEEEE 10 DDDDDDDDDDDDDDDD z
Read 1...1 00 11 PPPPP EEEEE Z0 DDDDDDDDDDDDDDDD z
Post-Read
Increment 1...1 00 10 PPPPP EEEEE Z0 DDDDDDDDDDDDDDDD z
Address

To support clause 45 indirect addressing each MMD (PHY — MDIO managed device) implements a 16-
bit address register that stores the address of the register to be accessed by data transaction frames.
The address register must be overwritten by address frames. At power up or device reset, the contents
of the address register are undefined. Write, read, and post-read-increment-address frames must
access the register whose address is stored in the address register. Write and read frames must not
modify the contents of the address register. Upon receiving a post-read-increment-address frame and
having completed the read operation, the MMD increments the Address register by one (up to a value of
OxFFFF). Each MMD supported implements a separate address register, so that the MMD's address
registers operate independently of one another.

Idle Condition (IDLE) — The IDLE condition on MDIO is a high-impedance state. All three state
drivers must be disabled and the PHY's pull-up resistor pulls the MDIO line to a logic one.

Preamble (PRE) — At the beginning of each transaction, the station management entity must send a
sequence of 32 contiguous consecutive one bits on MDIO with 32 corresponding cycles on MDC to
provide the PHY with a pattern that it can use to establish synchronization. A PHY must observe a
sequence of 32 contiguous consecutive one bits on MDIO with 32 corresponding cycles on MDC before it
responds to any transaction.
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Start of Frame (ST) — The ST is indicated by:
= <00=> pattern for clause 45 compatible frames for indirect access cycles.
e <01=> pattern for clause 22 compatible frames for direct access cycles.

These patterns ensure a transition from the default value of one on the MDIO signal, and identifies the
start of frame.

Operation Code (OP) — The OP field indicates the type of transaction being performed by the frame.

For Clause 45 compatible frames:
= A <00=> pattern indicates that the frame payload contains the address of the register to access.

= A <01=> pattern indicates that the frame payload contains data to be written to the register whose
address was provided in the previous address frame.

= A <11> pattern indicates that the frame is an indirect read operation.
= A <10=> pattern indicates that the frame is an indirect post-read-increment-address operation.

For Clause 22 compatible frames:
= A <10=> pattern indicates a direct read transaction from a register.
= A <01= pattern indicates a direct write transaction to a register.

Port Address (PRTAD) — The PRTAD is five bits, allowing 32 unique PHY port addresses. The first
PRTAD bit to be transmitted and received is the MSB of the address. A station management entity must
have prior knowledge of the appropriate port address for each port to which it is attached, whether
connected to a single port or to multiple ports.

Device Address (DEVAD) — The DEVAD is five bits, allowing 32 unique MMDs per port. The first
DEVAD bit transmitted and received is the MSB of the address. This field is relevant only in clause 45
compatible frames (ST=<00>).

Register Address (REGAD) — The REGAD is five bits, allowing 32 individual registers to be addressed
within each PHY. The first REGAD bit transmitted and received is the MSB of the address. This field is
relevant only in clause 22 compatible frames (ST=<01>).

Turnaround (TA) — The TA time is a 2-bit time spacing between the DEVAD field and the Data field of
a management frame. This is to avoid contention during a read transaction. For a read or post-read-
increment-address transaction, both the STA and the PHY must remain in a high-impedance state for
the first bit time of the TA. The PHY must drive a zero bit during the second bit time of the TA of a read
or postread-increment-address transaction. During a write or address transaction, the STA must drive a
one bit for the first bit time of the TA and a zero bit for the second bit time of the TA. Figure 3.23 shows
the behavior of the MDIO signal during the TA field of a read transaction.

<R> <Z> <0>

MDC

MDIO

Figure 3.23. Behavior of MDIO During TA Field of a Read Transaction
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= Clause 45 compatible frames have 16-bit address/data fields. For an auto-negation address cycle, it
contains the address of the register to be accessed on the next cycle. For the data cycle of a write
frame, the field contains the data to be written to the register. For a read or post-read-increment-
address frame, the field contains the contents of the register. The first bit transmitted and received
must be bit 15.

e Clause 22 compatible frames have 16-bit data fields. The first data bit transmitted and received
must be bit 15 of the register being addressed.

3.7.6.4 MDIO Direct Access

The MDI is accessed through registers MSCA and MSRWD. A single management frame is sent by
setting bit MSCA.MDICMD to 1b after programming the appropriate fields in the MSCA and MSRWD
registers. The MSCA.MDICMD bit is auto cleared after the read or write transaction completes. To
execute clause 22 format write operations, the following steps should be done:

1. Data to be written is programmed in field MSRWD.MDIWRDATA.

2. Register MSCA is initialized with the appropriate control information (start, code, etc.) with bit
MSCA.MDICMD set to 1b.

3. Wait for bit MSCA.MDICMD to reset to Ob when indicating that the transaction on the MDIO
interface is complete.

The steps for clause 22 format read operations are identical to the write operation except that the data
in field MSRWD.MDIWRDATA is ignored and the data read from the external device is stored in register
field MSRWD.MDIRDDATA bits. Clause 45 format read/write operations must be performed in two steps.
The address portion of the pair of frames is sent by setting register field MSCA.MDIADD to the desired
address, field MSCA.STCODE to 00b (start code that identifies clause 45 format), and register field
MSCA.OPCODE to 00b (clause 45 address register write operation). A second data frame must be sent
after the address frame completes. This second frame executes the write or read operation to the
address specified in the PHY address register.

3.7.7 Ethernet Flow Control (FC)

The 82599 supports flow control as defined in 802.3x, as well as the specific operation of asymmetrical
flow control defined by 802.3z. The 82599 also supports Priority Flow Control (PFC), sometimes
referred to as Class Based Flow Control or (CBFC), as part of the DCB architecture.

Note: The 82599 can either be configured to receive regular flow control packets or Priority Flow
Control (PFC) packets. The 82599 does not support the reception of both types of packets
simultaneously.

Flow control is implemented to reduce receive buffer overflows, which result in the dropping of received
packets. Flow control also allows for local controlling of network congestion levels. This can be
accomplished by sending an indication to a transmitting station of a nearly full receive buffer condition
at a receiving station.

The implementation of asymmetric flow control allows for one link partner to send flow control packets
while being allowed to ignore their reception (for example, not required to respond to PAUSE frames).

The following registers are defined for the implementation of flow control. In DCB mode, some of the
registers are duplicated per Traffic Class (TC), up to eight duplicate copies of the registers. If DCB is
disabled, index [0] of each register is used.

< MAC Flow Control (MFLCN) register — Enables flow control and passing of control packets to the
host.
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* Flow Control Configuration (FCCFG) — Determines mode for Tx flow control (no FC vs. link based
versus priority based). Note that if Tx flow control is enabled then Tx CRC by hardware should be
enabled as well (HLREGO.TXCRCEN = 1b).

= Flow Control Address Low, High (RAL[0O], RAH[0]) — 6-byte flow control multicast address.
* Priority Flow Control Type Opcode (PFCTOP) — Contains the type and opcode values for priority FC.

* Flow Control Receive Threshold High (FCRTH[7:0]) — A set of 13 bit high watermarks indicating
receive buffer fullness. A single watermark is used in link FC mode and up to eight watermarks are
used in priority FC mode.

« Flow Control Receive Threshold Low (FCRTL[7:0]) — A set of 13 bit low watermarks indicating
receive buffer emptiness. A single watermark is used in link FC mode and up to eight watermarks
are used in priority FC mode.

* Flow Control Transmit Timer Value (FCTTV[3:0]) — a set of 16 bit timer values to include in
transmitted PAUSE frame. A single timer is used in link FC mode and up to eight timers are used in
priority FC mode.

= Flow Control Refresh Threshold Value (FCRTV) — 16-bit PAUSE refresh threshold value (in legacy
FC FCRTV[0] must be smaller than FCTTV[0])

3.7.7.1 MAC Control Frames and Reception of Flow Control Packets

3.7.7.1.1 MAC Control Frame — Other than FC

IEEE reserved the Ethertype value of 0x8808 for MAC control frames as listed in Table 3.21.

Table 3.21. MAC Control Frame Format

The Destination Address field can be an individual or multicast (including broadcast) address.
DA Permitted values for the Destination Address field can be specified separately for a specific
control opcode such as FC packets.

SA Port Ethernet MAC address (6 bytes).
Type 0x8808 (2 bytes).
Opcode The MAC control opcode indicates the MAC control function.
The MAC Control Parameters field must contain MAC control opcode-specific parameters. This
Parameters E;:—;’I[ciscan contain none, one, or more parameters up to a maximum of minFrameSize =20

The Reserved field is used when the MAC control parameters do not fill the fixed length MAC

Reserved field = 0x00
control frame.

CRC 4 bytes.

3.7.7.1.2 Structure of 802.3X FC Packets

802.3X FC packets are defined by the following three fields (see Table 3.22):

1. A match on the six-byte multicast address for MAC control frames or a match to the station address
of the device (Receive Address Register 0). The 802.3x standard defines the MAC control frame
multicast address as 01-80-C2-00-00-01.

2. A match on the Type field. The Type field in the FC packet is compared against an IEEE reserved
value of 0x8808.

3. A match of the MAC Control Opcode field has a value of 0x0001.
Frame based flow control differentiates XOFF from XON based on the value of the PAUSE Timer field.
Non-zero values constitute XOFF frames while a value of zero constitutes an XON frame. Values in the

Timer field are in units of pause quanta (slot time). A pause quanta lasts 64 byte times, which is
converted in to an absolute time duration according to the line speed.
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Note: XON frame signals the cancellation of the pause from that was initiated by an XOFF frame
pause for zero pause quanta).

Table 3.22. 802.3X Packet Format

DA 01_80_C2_00_00_01 (6 bytes).

SA Port Ethernet MAC address (6 bytes).
Type 0x8808 (2 bytes).

Opcode 0x0001 (2 bytes).

Time XXXX (2 bytes).

Pad 42 bytes.

CRC 4 bytes.

3.7.7.1.3 PFC

DCB introduces support for multiple traffic classes assigning different priorities and bandwidth per TC.
Link level Flow Control (PAUSE) stops all the traffic classes. PFC or CBFC allows more granular flow
control on the Ethernet link in an DCB environment as opposed to the PAUSE mechanism defined in
802.3X.

PFC is implemented to prevent the possibility of receive packet buffers overflow. Receive packet buffers
overflow results in the dropping of received packets for a specific TC. Board designers can implement
PFC by sending a timer indication to the transmitting station traffic class (XOFF) of a nearly full receive
buffer condition at the 82599. At this point the transmitter would stop transmitting packets for that TC
until the XOFF timer expires or a XON message is received for the stopped TC.

Similarly, once the 82599 receives a priority-based XOFF it stops transmitting packets for that specific
TC until the XOFF timer expires or XON packet for that TC is received.

F
o

i 802.3

Data to 802.3 |
| MAC Rx

MAC MAC TX

XOFF blocks traffic on
the whole link

E

Figure 3.24. 802.3X Link Flow Control (PAUSE)
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Link flow control (802.3X) causes all traffic to be stopped on the link. DCB uses the same mechanism of
flow control but provides the ability to do PFC on TCs as shown in Figure 3.25.

802.3

Data to 802.3
MAC Rx

MAC MAC TX

Class based XOFF blocks traffic on a
specific traffic class and not the whole link

Figure 3.25. Priority Flow Control

Table 3.23. Packet Format for Priority Flow Control

DA 01_80_C2_00_00_01 (6 bytes).
SA Port Ethernet MAC Address (6 bytes).
Type 0x8808 (2 bytes).

Opcode 0x0101 (2 bytes).

Priority Enable Vector 0X00XX (2 bytes).

Timer O XXXX (2 bytes).

Timer 1 XXXX (2 bytes).

Timer 2 XXXX (2 bytes).

Timer 3 XXXX (2 bytes)

Timer 4 XXXX (2 bytes).

Timer 5 XXXX (2 bytes).

Timer 6 XXXX (2 bytes).

Timer 7 XXXX (2 bytes).

Pad 26 bytes.

CRC 4 bytes.
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Table 3.24. Format of Priority Enable Vector

ms octet Is octet

Priority Enable vector definition (0] e[7]...e[n]...e[0]

e[n] =1 => time (n) valid
e[n] =0 => time (n) invalid

The Priority Flow Control Type Opcode (PFCTOP) register contains the type and opcode values for PFC.
These values are compared against the respective fields in the received packet.

Each of the eight timers refers to a specific User Priority (UP). For example, Timer O refers to UP 0, etc.
The 82599 binds a UP (and therefore the timer) to one of its TCs according to the UP-to-TC binding
tables. Refer to the RTTUP2TC register for the binding of received PFC frames to Tx TCs, and to the
RTRUP2TC register for the binding of transmitted PFC frames to Rx TCs.

Tx manageability traffic is bound to one the TCs via the MNGTXMAP register, and should thus be paused
according to RTTUP2TC mapping whenever receiving PFC frames.

When a PFC frame is formatted by the 82599, the same values are replicated into every Timer field and
priority enable vector bit of all the UPs bound to the concerned TC. These values as configured in the
RTRUP2TC register.

The following rule is applicable for the case of multiple UPs that share the same TC (as configured in the
RTTUP2TC register). When PFC frames are received with different timer values for the previous UPs, the
traffic on the associated TC must be paused by the highest XOFF timer’s value.

3.7.7.1.4 Operation and Rules

The 82599 operates in either link FC or in PFC mode. Enabling both modes concurrently is not allowed:
* Link FC is enabled by the RFCE bit in the MFLCN register.
= PFC is enabled by the RPFCE bit in the MFLCN register.
Note: Link flow control capability must be negotiated between link partners via the auto-negotiation
process. PFC capability is negotiated via some higher level protocol and the resolution is
usually provided to the driver by the DCB management agent. It is the driver’s responsibility

to reconfigure the link flow control settings (including RFCE and PRFCE) after the auto-
negotiation process was resolved.

Note: Receiving a link FC frame while in PFC mode might be ignored or might pause TCs in an
unpredictable manner. Receiving a PFC frame while in link FC mode is ignored.

Once the receiver has validated the reception of an XOFF, or PAUSE frame, the device performs the
following:
« Increments the appropriate statistics register(s)

« Initialize the pause timer based on the packet's PAUSE Timer field (overwriting any current timer’s
value)

— In case of PFC, this is done per TC. If several UPs are associated with a TC, then the device sets
the timer to the maximum value among all enabled timer fields associated with the TC.
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= Disable packet transmission or schedule the disabling of transmission after the current packet
completes.

— In case of PFC, this is done per paused TC
— Tx manageability traffic is bound to a specific TC as defined in the MNGTXMAP register, and is
thus paused when its TC is paused

Resumption of transmission can occur under the following conditions:

= Expiration of the PAUSE timer
— In case of PFC, this is done per TC

= Reception of an XON frame (a frame with its PAUSE timer set to Ob)
— In case of PFC, this is done per TC

Both conditions clear the relevant TXOFF status bits in the Transmit Flow Control Status (TFCS) register
and transmission can resume. Hardware records the number of received XON frames.

3.7.7.1.5 Timing Considerations

When operated at 10 Gb/s line speed, the 82599 must not begin to transmit a (new) frame more than
60 pause quanta after receiving a valid Link XOFF frame, as measured at the wires (a pause quantum is
512 bit times). When connected to an external 10GBASE-KR PHY with FEC or to an external 10GBASE-
T PHY, the response time requirement decreases to 74 pause quanta, because of extra delays
consumed by these external PHYs.

When operating at 1 Gb/s line speed, the 82599 must not begin to transmit a (new) frame more than 2
pause quanta after receiving a valid Link XOFF frame, as measured at the wires.

The 802.1Qbb draft 1.0, proposes that the tolerated response time for Priority XOFF frames are the
same as Link XOFF frames with extra budget of 19072 bit times if MACSec is used, or of 2 pause quanta
otherwise. This extra budget is aimed to compensate the fact that decision to stop new transmissions
from a specific TC must be taken earlier in the transmit data path than for the Link Flow Control case.

3.7.7.2 PAUSE and MAC Control Frames Forwarding

Two bits in the Receive Control register control transfer of PAUSE and MAC control frames to the host.
These bits are Discard PAUSE Frames (DPF) and Pass MAC Control Frames (PMCF). Note also that any
packet must pass the L2 filters as well.

= The DPF bit controls transfer of PAUSE packets to the host. The same policy applies to both link FC
and priority FC packets as listed in Table 3.25. Note that any packet must pass the L2 filters as well.

= The PMCF bit controls transfer of non-PAUSE packets to the host. Note that when link FC frames are
not enabled (RFCE = 0b) then link FC frames are considered as MAC Control (MC) frames for this
matter. Similarly, when PFC frames are not enabled (RPFCE = Ob) then PFC frames are considered
as MC frames as well.
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Note: When virtualization is enabled, forwarded control packets are queued according to the regular
switching procedure defined in Section 7.10.3.4.

Table 3.25. Transfer of PAUSE Packet to Host (DPF Bit)

RFCE RPFCE DPF Link FC handling Priority FC handling
Ob Ob X Treat as MC (according to PMCF setting). Treat as MC (according to PMCF setting).
1b Ob Ob Accept. Treat as MC (according to PMCF setting).
1b Ob 1b Reject. Treat as MC (according to PMCF setting).
Ob 1b Ob Treat as MC (according to PMCF setting). Accept.
Ob 1b 1b Treat as MC (according to PMCF setting). Reject.
1b 1b X Unsupported setting. Unsupported setting.

3.7.7.3 Transmitting PAUSE Frames

The 82599 generates PAUSE packets to insure there is enough space in its receive packet buffers to
avoid packet drop. The 82599 monitors the fullness of its receive FIFOs and compares it with the
contents of a programmable threshold. When the threshold is reached, the 82599 sends a PAUSE
frame. The 82599 supports both link flow control and PFC — but not both concurrently. When DCB is
enabled, it sends only PFC, and when DCB is disabled, it send only link flow control.

Note: Similar to the reception of flow control packets previously mentioned, software can enable
flow control transmission by setting the FCCFG.TFCE field only after it is negotiated between
the link partners (possibly by auto-negotiation).

3.7.7.3.1 Priority Flow Control

Like Tx flow control, Rx flow control operates in either a link 802.3X compliant mode or in PFC mode,
but not in both at the same time.

The same flow control mechanism is used for PFC and for 802.3X flow control to determine when to
send XOFF and XON packets. When PFC is used in the receive path, Priority PAUSE packets are sent
instead of 802.3X PAUSE packets. The format of priority PAUSE packets is described in

Section 3.7.7.1.3.

Specific considerations for generating PFC packets:

< When a PFC packet is sent, the packet sets all the UPs that are associated with the relevant TC (UP-
to-TC association in receive is defined in RTRUP2TC register).

3.7.7.3.2 Operation and Rules

The TFCE field in the Flow Control Configuration (FCCFG) register enables transmission of PAUSE
packets as well as selects between the link flow control mode and the PFC mode.

The content of the Flow Control Receive Threshold High (FCRTH) register determines at what point the
82599 transmits the first PAUSE frame. The 82599 monitors the fullness of the receive FIFO and
compares it with the contents of FCRTH. When the threshold is reached, the 82599 sends a PAUSE
frame with its pause time field equal to FCTTV.

At this time, the 82599 starts counting an internal shadow counter (reflecting the pause time-out
counter at the partner end). When the counter reaches the value indicated in FCRTV register, then, if
the PAUSE condition is still valid (meaning that the buffer fullness is still above the low watermark), an
XOFF message is sent again.
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Once the receive buffer fullness reaches the low water mark, the 82599 sends an XON message (a
PAUSE frame with a timer value of zero). Software enables this capability with the XONE field of the
FCRTL.

The 82599 sends a PAUSE frame if it has previously sent one and the FIFO overflows. This is intended
to minimize the amount of packets dropped if the first PAUSE frame did not reach its target.

3.7.7.3.3 Flow Control High Threshold — FCRTH

The 82599 sends a PAUSE frame when a Rx packet buffer is full above the high threshold. The
threshold should be large enough to overcome the worst case latency from the time that crossing the
threshold is sensed until packets are not received from the link partner. This latency is composed of the
following elements:

= Threshold Cross to XOFF Transmission + Round-trip Latency + XOFF Reception to Link Partner
Response, where:

Latency Parameter Affected by. . . Value at 10 GbE with Jumbo
Trigger to XOFF transmission. Max packet size at all TCs. 9 KB (example).
Link partner XOFF to transmission hold. | Max packet size on the specific TC. 9 KB (example).

The latencies on the wire and the LAN devices at | 8 KB (see the calculation that

Round-trip Latency. both sides of the wire. follows).

= Round-trip Latency Calculation:
— Pause Quanta (PQ) = 512 bit time (bt)

— Round trip for 10 GbE MAC + XAUIl + 10 GbE PHY = 16+8+50 PQ = 4.7 KB (using another PHY
a lower latency can be taken)

— Round trip cable (2x100 m) = 200 m x 50 bt/m = 10000 bt = 1.25 KB (at other known
topologies lower latency can be taken)

— Plus 2 KB for some guard-band and processing latency of transmission and reception pause
frames

The internal architecture of the Rx packet buffer is as follows:

1. Any packet starts at 32 byte aligned address.

2. Any packet has an internal status of 32 bytes. As a result, the Rx packet buffer is used at worst
conditions when the Rx packet includes 65 bytes that are posted to the host memory. Assuming
that the CRC bytes are not posted to host memory then in the worst case the Rx packet buffer can
be filled at 1.44 higher rate than the wire speed (69-byte packet including CRC + 8-byte preamble
+ 12-byte back-to-back IFS consumes 4 x 32 bytes = 128 bytes on the Rx packet buffer).

Translating the latencies to possible consumed Rx packet buffer at worst case is:

Latency Parameter Value Consumed Rx Packet Buffer
Trigger to XOFF transmission 9 KB 1.44 x 9 KB = 13 KB
Link partner XOFF to transmission hold 9 KB 9 KB
Round-trip latency 5 KB 1.44 x 8 KB = 11.5 KB
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The FCRTH should be set to the size of the Rx packet buffer minus (12.5 + 9 + 7 = 33.5 KB). As
previously indicated, these numbers are valid if jumbo frames are enabled in all traffic classes. When it
is required to avoid packet lost, software must follow this requirement and enable flow control
functionality.

When Tx to Rx switching is enabled, packets can be received to the Rx packet buffer by local VM-to-VM
traffic. Once the Rx packet buffer gets full and is above the high threshold it might receive up to one
additional packet from a local VM. Therefore, FCRTH should be set to the size of the Rx packet buffer
minus (the size previously explained plus one additional max packet size).

3.7.7.3.4 Flow Control Low Threshold — FCRTL

The low threshold value is aimed to protect against wasted available host bandwidth. There is some
latency from the time that the low threshold is crossed until the XON frame is sent and packets are
received from the link partner. The low threshold can be set high enough so that the Rx packet buffer
does not get empty before new whole packets are received from the link partner. When considering
data movement from the Rx packet buffer to host memory, then large packets represent the worst.
Assuming the host bandwidth is about as twice the bandwidth on the wire (when only a single port is
active at a given time). Therefore, on 10 GbE network with jumbo packets a threshold that guarantee
that the Rx packet buffer is not emptied should be set larger than: 2 x (2 x 9 KB + 5 KB) ~= 46 KB.
Setting the FCRTL to lower values than expressed by the previous equation is permitted. It might
simply result with potential sub-optimal use of the PCle bus once bandwidth is available.

3.7.7.3.5 Packet Buffer Size

When flow control is enabled, the total size of a packet buffer must be large enough for the low and
high thresholds. In order to avoid constant transmission of XOFF and XON frames it is recommended to
add some space for hysteresis type of behavior. The difference between the two thresholds is
recommended to be at least one frame size (when 9 KB jumbo frames are enabled) and larger than a
few frames in other cases. If the available Rx packet is large enough, it is recommended to increase as
much as possible the hysteresis budget. If the available Rx packet is not large enough it might be
required to cut both the low threshold as well as the hysteresis budget. The following table lists a few
examples while it is recommended to validate the values for a given use case.

Latency Parameter Flow Control High Flow Control Low Total Packet
Y Threshold Threshold Buffer Size

9 KB jumbo enabled with no DCB with flow control. 478.5 KB 46 KB 512 KB
9 KB jumbo enabled x 8 TCs with flow control. 30.5 KB 21 KB 64 KB
9 KB jumbo enabled x 8 TCs with flow control and flow director
table enabled with 128 KB. 14.5KB o KB 48 KB
9 KB jumbo enabled x 4 TCs with flow control and 1.5 KB (no 22 5 KB 13 KB 56 KB (jumbo
jumbo) x 4 TCs with flow Control and flow director table ) (u )
enabled with 128 KB. 14 KB 9 KB 40 KB (1.5 KB)
9 KB jumbo enabled x 4 TCs WITHOUT flow control and 1.5 KB N/A N/A 40 KB (jumb
(no jumbo) x 4 TCs WITH flow control and flow director table (jumbo)
enabled with 128 KB. 30 KB 20 KB 56 KB (1.5 KB)

When Tx-to-Rx switching is enabled (in virtualization mode) the high threshold should take into account
potential VM-to-VM reception. As a result, the Rx packet buffer's sizes should be increased,
respectively.

116



[ ®
Interconnects — 82599 10 GbE Controller l n tel ,

3.7.7.4 Link FC in DCB Mode

When operating in DCB mode, PFC is the preferred method of getting the best use of the link for all TCs.
When connecting to switches that do not support (or enable) PFC, the 82599 throttles the traffic using
link FC. Following is the required device setting and functionality:

= The 82599 should be set to legacy link FC by setting MFLCN.RFCE.
= Reception of XOFF pauses transmission in all TCs.

= Crossing the Rx buffer high threshold on any TC generates XOFF transmission. Each TC can have its
own threshold configured by the FCRTH[n] registers.

= Crossing the Rx buffer low threshold on any TC generates XON transmission. This behavior is
undesired. Therefore, software should not enable XON in this mode by clearing FCRTL[n].XONE bits
in all TC.

e The Flow Control Transmit Timer Value of all TCs must be set to the same value.

3.7.8 Inter Packet Gap (I1PG) Control and Pacing

The 82599 supports transmission pacing by extending the IPG (the gap between consecutive packets).
The pacing mode allows the average data rate to be slowed in systems that cannot support the full link
rate (10 Gb/s, 1Gb/s or 100 Mb/s). As listed in Table 3.26, the pacing modes work by stretching the
IPG in proportion to the data sent. In this case the data sent is measured from the end of preamble to
the last byte of the packet. No allowance is made for the preamble or default IPG when using pacing
mode.

Example 1:

Consider an example of a 64-byte frame. To achieve a 1 Gb/s data rate when link rate is 10 Gb/s and
packet length is 64 bytes (16 Dwords), programmers need to add an additional IPG of 144 Dwords
(nine times the packet size to reach 1 Gb/s). Which when added to the default IPG gives an IPG of 147
Dwords.

Example 2:

Consider an example of a 65-byte frame. To achieve a 1 Gb/s data rate when link rate is 10 Gb/s and
packet length is 65 bytes (17 Dwords when rounded up) programmers need to add an additional IPG of
153 Dwords (nine times the packet duration in Dwords). Which when added to the default IPG gives an
IPG of 156 Dwords. Note that in these case, where the packet length counted in Dwords is not an
integer, programmers need to count any fraction of a Dword as a whole Dword for computing the
additional IPG.

Table 3.26 lists the pacing configurations supported by the 82599 at link rates of 10 Gb/s. When
operating at lower link speeds the pacing speed is proportional to the link speed.

Table 3.26. Pacing Speeds at 10 Gb/s Link Speed

Pacing Speeds (Gb/s) Delay Inserted into IPG Register Value
10 (LAN) None 0000b
9.294196 (WAN) 1 byte for 13 transmitted 1111b
9.0 1 Dword for 9 transmitted 1001b
8.0 1 Dword for 4 transmitted 1000b
7.0 3 Dwords for 7 transmitted 0111b
6.0 2 Dwords for 3 transmitted 0110b
5.0 1 Dwords for 1 transmitted 0101b
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Table 3.26. Pacing Speeds at 10 Gb/s Link Speed

Pacing Speeds (Gb/s) Delay Inserted into IPG Register Value
4.0 3 Dwords for 2 transmitted 0100b
3.0 7 Dwords for 3 transmitted 0011b
2.0 4 Dwords for 1 transmitted 0010b
1.0 9 Dwords for 1 transmitted 0001b
10 None Default

Pacing is configured in the PACE field of the Pause and Pace (PAP) register.

3.7.9 MAC Speed Change at Different Power Modes

Normal speed negotiation drives to establish a link at the Highest Common Denominator (HCD) link
speed. The 82599 supports an additional mode of operation, where the MAC establishes a link at the
Lowest Common Denominator (LCD) link speed. The link-up process enables a link to come up at any
possible speed in cases where power is more important than performance. Different behavior is defined
for the DO state and non-DO states as a function of the AUTOC.D10GMP, AUTOC.RATD and
MMNGC.MNG_VETO register bits.
The 82599 can initiate auto-negotiation without direct driver command in the following cases:

= When the state of MAIN_PWR_OK pin changes.

< When the MNG_VETO bit value changes.

* On a transition from DOa state to a non-DOa state, or from a non-DOa state to DOa state.

Figure 3.26 shows the 82599 behavior when entering low power mode and Figure 3.27 shows the
82599 behavior when going to power-up mode.
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AN enabled

NO
A RATD set

YES

Speed @LCD

MAIN_PWR_OK

NO
< D10GMP set

Figure 3.26. MAC Speed Change When Entering Power Down Mode

119



82599 10 GbE Controller — Interconnects

NO AN enabled

YES

Speed is 10G

Speed changed
due to low power?

NO

NO igher HCD is

enabled?

YES

VETO bit is set

NO

Figure 3.27. MAC Speed Change on Entering Power-up Mode
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4.0 Initialization
4.1 Power Up
4.1.1 Power-Up Sequence

Figure 4.1 shows the 82599 power-up sequence from power ramp up until the 82599 is ready to accept
host commands.

C Vcc power on (80%) >

l

‘ Strapping pins are latched ‘

l

Wait for internal Power On Reset De-Assertion
(~35 ms after XTAL stabilizes)

l

Load EEPROM 1: Init Analog parameters, PLL,
Core Rx/Tx, PCle Lanes & MNG / Wake up En

I v

Wait for Core PLL Stable

No

De-Asserted

‘ Wait for PCle PLL stable ‘

1

Load EEPROM 2: MAC, NC-SI, Load EEPROM 3:
Configure MNG and Wake up Init PCle and Configure MAC

Manageability & Wakeup Enabled (Dr state) DOu state

Figure 4.1. 82599 Power-Up Sequence
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4.1.2 Power-Up Timing Diagram
Power ‘
txog 3 Y
Base 25 MHz = ‘..“..
@
Power On Reset tppg

(internal)

PClereferenceclock | "I
PERST#| \

PCle PLL State PLL reset

PLL Stable

N, |
@ PLL Stable %
tpgtm 3

PCle Link up \ éi k Lo tpgcfg tpgres

NVM Load

Core PLL(s) State PLL reset

Manageability / Wake

D-State Dr X DOu DOa

Figure 4.2. Power-Up Timing Diagram

Table 4.1. Notes for Power-Up Timing Diagram

Note
1 Base 25 clock is stable t,oq4 after power is stable.
2 Internal Reset is released t,pq after Base 25 is stable (also power supplies are good).
3 NVM read starts following the rising edge of the internal Power On Reset or external LAN Power Good.
4 EEPROM auto-load 1: EEPROM Init Section; PCle Analog; Core Analog.
5 EEPROM auto-load 1 completion to Core PLL(s) stable — typ.
6 EEPROM auto-load 2: MAC module manageability and wake up (if manageability / wake up enabled).
7 APM wake up and/or manageability active, based on NVM contents (if enabled).
8 The PCle reference clock is valid tpyrep-cLk before the de-assertion of PCle Reset (PCle specification).
9 PCle Reset is de-asserted tpypg after power is stable (PCle specification).
10 De-assertion of PCle Reset invokes the EEPROM auto-load 3.
11 De-assertion of PCle Reset to PCle PLL stable tpcip -
12 EEPROM ag_to—l_oad 3: PCle General Configuration; PCle Configuration Space; LAN Core Modules and MAC module if
manageability is not enabled.
13 Link training starts after t,g, from PCle Reset de-assertion (PCle specification).
14 A first PCle configuration access might arrive after t,q.¢y from PCle Reset de-assertion (PCle specification).
15 A first PCI configuration response can be sent after t,ges from PCle Reset de-assertion (PCle specification).
16 ?;gg%tgl:Memory Access Enable or Bus Master Enable bits in the PCI Command register transitions the 82599 from DOu
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4.1.2.1 Timing Requirements

The 82599 requires the following start-up and power state transitions.

Table 4.2. Power-Up Timing Requirements

Parameter Description Min Max. Notes
tyog Base 25 MHz clock stable from power stable. 10 ms
thwRGD-CLK PCle clock valid to PCle power good. 100 ups - According to PCle specification.
tovpaL Power rails stable to PCle Reset inactive. 100 ms - According to PCle specification.
thgcfg External PCle Reset signal to first configuration cycle. | 100 ms According to PCle specification.
Note: It is assumed that the external 25 MHz clock source is stable after the power is applied; the

timing for that is part of txog.

4.1.2.2 Timing Guarantees

The 82599 guarantees the following start-up and power state transition related timing parameters.

Table 4.3. Power-Up Timing Guarantees

Parameter Description Min Max. Notes
tyog Xosc stable from power stable. 10 ms
Internal power good delay from valid Use internal counter for external devices
t : 35 ms AN
PPy power rail. stabilization.
too EEPROM read duration. 20 ms Actual time depends on the EEPROM
content.
topll PCle Reset to start of link training. 10 ms
tpcipll PCle Reset to first configuration cycle. 5ms
tpgtrn PCle Reset to start of link training. 20 ms According to PCle specification.
tpgres PCle Reset to first configuration cycle. | 100 ms According to PCle specification.
4.2 Reset Operation
4.2.1 Reset Sources

The 82599 reset sources are described in the sections that follow:

4.2.1.1 LAN_PWR_GOOD

The 82599 has an internal mechanism for sensing the power pins. Once the power is up and stable, the
82599 creates an internal reset, which acts as a master reset of the entire chip. It is level sensitive, and
while it is Ob, all of the registers are held in reset. LAN_PWR_GOOD is interpreted to be an indication
that device power supplies are all stable. LAN_PWR_GOOD changes state during system power up.

4.2.1.2 PE_RST_N (PCle Reset)

The de-assertion of PCle reset indicates that both the power and the PCle clock sources are stable. This
pin asserts an internal reset also after a D3cold exit. Most units are reset on the rising edge of PCle
reset. The only exception is the GIO unit, which is kept in reset while PCle reset is asserted (level).
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4.2.1.3 In-band PCle Reset

The 82599 generates an internal reset in response to a physical layer message from PCle or when the
PCle link goes down (entry to polling or detect state). This reset is equivalent to PCI reset in previous
(PCI) GbE controllers.

4.2.1.4 D3hot to DO Transition

This is also known as ACPI reset. The 82599 generates an internal reset on the transition from D3hot
power state to DO (caused after configuration writes from D3 to DO power state). Note that this reset is
per function and resets only the function that transitioned from D3hot to DO.

4.2.1.5 Function Level Reset (FLR) Capability

The FLR bit is required for the Physical Function (PF) and per Virtual Function (VF). Setting of this bit for
a VF resets only the part of the logic dedicated to the specific VF and does not influence the shared part
of the port. Setting the PF FLR bit resets the entire function.

4.2.1.5.1 FLR in Non-10V Mode

A FLR reset to a function is equivalent to a DO —> D3 —> DO transition with the exception that this reset
doesn’t require driver intervention in order to stop the master transactions of this function. FLR affects
the device 1 parallel clock cycle from FLR assertion by default setting, or any other value defined by the
FLR Delay Disable and FLR Delay fields in the PCle Init Configuration 2 — Offset 0x02 word in the
EEPROM.

4.2.1.5.2 Physical Function FLR (PFLR)

An FLR reset to the PF function in an IOV mode is equivalent to a FLR in non-10V mode. All VFs in the
PCle function of the PF are affected.

The affected VFs are not notified of the reset in advance. The RSTD bit in the VFMailbox|[n] is set
following the reset (per VF) to indicate to the VFs that a PF FLR took place. Each VF is responsible to
probe this bit (such as after a timeout).

4.2.1.5.3 Virtual Function FLR (VFLR)

A VF operating in an IOV mode can issue a FLR. The VFLR resets the resources allocated to the VF (such
as disabling the queues and masking interrupts). It also clears the PCle configuration for the VF. There
is no impact on other VFs or on the PF.

Tx and Rx flows for the queues allocated to this VF are disabled. All pending read requests are dropped
and PCle read completions to this function can be completed as unsupported requests.

Note: Clearing of the 10V Enable bit in the 10V structure is equivalent to a VFLR to all the VFs in the
same port.

4.2.1.6 Software Resets

4.2.1.6.1 Software Reset

Software reset is done by writing to the Device Reset bit of the Device Control register (CTRL.RST). The
82599 re-reads the per-function EEPROM fields after a software reset. Bits that are not normally read
from the EEPROM are reset to their default hardware values.
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Note: This reset is per function and resets only the function that received the software reset.

Fields controlled by the LED, SDP and Init3 words of the EEPROM are not reset and not re-read after a
software reset.

PCI configuration space (configuration and mapping) of the device is unaffected. The MAC might or
might not be reset (see Section 4.2.3).